What Is a Written Word?
And if So, How Many?

Martin Evertz-Rittich

Abstract. The linguistic unit word seems to be an intuitive notion for language
users. However, linguists have failed so far to provide a uniform definition of
that unit. Instead, there are definitions pertaining to different subsystems of
language. In this paper, we will discuss how we can define the unit word in
writing. We will start by examining definitions of the graphematic word in al-
phabetical writing systems such as German and English. We will then discuss
how the written word relates to other suprasegmental units in writing systems,
such as the syllable and the foot, and to which spoken unit or units a written
word corresponds to. Finally, we will show that the discussed definitions of the
graphematic word are not employable universally since in alphabetical writing
systems definitions of the graphematic word pertain to interword spacing. By
examining the Chinese and Japanese writing systems as examples, we will try
to explain why these writing systems do not mark words by spaces and discuss
whether there are graphematic words in these writing systems. Based on these
considerations we will provide a tentative universal definition of graphematic
words.

1. Introduction

Although the notion word seems to be an intuitive unit for language
users—it might even be “the most basic of all linguistic units” (Taylor,
2015, p. 1)—it is a notoriously elusive concept in linguistics. This is due
to the various criteria of wordhood in each linguistic subsystem, which
often contradict each other. For instance, a phonological word, which
(among other criteria) must exhibit exactly one primary stress, is not the
same as a syntactic word, which (among other criteria) is moveable in a
sentence (cf. fish and chips are three syntactical words but two phonolog-
ical ones {fish and}{chips} with an unstressed and, cf. ibid., p. 7). More-
over, the criteria to identify a word in most subsystems of language are
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often quite subtle and sometimes not even unambiguous (cf., e.g., the
criteria for wordhood in semantics).

When it comes to the written word, however, things seem to be quite
easy. Most often, the graphematic! word is defined as a string of letters
bordered by spaces. And that seems to be the only noteworthy thing
about that linguistic unit.

In this paper, I will show that there is more to the graphematic word.
I will begin with the seemingly easy definition of the graphematic word
and show that it is actually quite problematic. I will discuss the def-
inition of the graphematic word in alphabetical writing systems, such
as the writing systems of English and German, and show that the de-
finitions found in the literature are insufficient. Based on typographic
considerations, I present a promising alternative. In the next part, I will
discuss the role of the graphematic word in the graphematic hierarchy
and which properties can be derived from it. After that I will discuss the
correspondence of the graphematic word to units in spoken language,
such as the phonological and syntactical word (see above). Lastly, I will
have a look at two writing systems that do not mark graphematic words
by inter-word spacing: Japanese and Chinese. I will discuss why this is
the case and whether there are graphematic words in these writing sys-
tems at all. In the conclusion, I will revisit the definition of the graphe-
matic word presented in section 2 in light of the findings in section 5.

2. Definitions in Alphabetical Writing Systems

We will start our endeavor by examining definitions of graphematic
words in alphabetical writing systems such as English or German. Prob-
ably the simplest definition is the one provided in (1).

(1) A graphematic word is a string of graphemes that is bordered by
spaces and may not be interrupted by spaces.

This kind of definition is quite common in the literature (e.g., Coulmas,
1996, p. 550; Jacobs, 2005, p. 22; Fuhrhop, 2008, 193f). This definition
seems to be intuitively correct and for most linguistic approaches—even
grapho-linguistic ones—this definition suffices (cf., e.g., Evertz, 2018,
p- 21). However, closer examination reveals that it is indeed problem-
atic.

1. In this paper, I will use the notion graphematic when conferring to a writing
system. I refrain from using the term orthographic in this context since the orthography
of a given writing system is the conventionalized spelling of that writing system and
thus a subset.
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But before we can begin discussing the definition, the terms within
it must be clarified. In alphabetical writing systems, there are two tra-
ditions of defining the notion grapbheme:

— A grapheme is a written unit that corresponds to exactly one
phoneme (e.g., Wiese 2007).

— A grapheme is the smallest contrastive unit within a given writing
system (e.g., Henderson, 1985, Kohrt, 1985, Eisenberg, 2006, Rogers,
2005).

While the first one defines the grapheme by its correspondence to
phonological units, the second definition pertains to the distribution of
the grapheme and thus is independent of phonology. The second defin-
ition closely corresponds to its counterpart in phonology, the definition
of the phoneme. That entails that the grapheme, just like the phoneme,
can be identified by minimal pair analyses.

The other term in the definition in (1) is the notion space. According
to Bredel (2008, 31-32; 2011, 19-20) we can imagine the writing space
as a threefold structure consisting of segmental slots, linear slots and
two-dimensional slots, cf. Fig. 1.

<4— segmental slot

<4— linear writing space

Y

two-dimensional writing space

FIGURE 1. Writing Space (Bredel, 2011, p. 31; my translation)

Segmental slots are spaces that can be filled by certain graphic elements,
e.g., letters. Linear writing spaces are horizontally oriented strings of
slots. A two-dimensional writing space is a vertically oriented sequence
of linear writing spaces (cf. Bredel, 2008, p. 19). A space according to
(1) can be defined as an empty segmental slot.

Now that the terms in (1) are reasonably well clarified, we can have a
closer look at this definition. Consider the examples in (2).

(2) <you.>, <you?>, <you!>
<Smiths’> (e.g., in the Smiths’ house), <mother-in-law>
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Let us start with the examples in (2a). According to the definition in (1),
a word starts and ends with a grapheme. The examples in (2a), however,
end in punctuation marks. These are not graphemes—regardless which
definition of grapheme we employ: punctuation marks do not corre-
spond to phonemes and they are not contrastive on the word level.

Thus, a word like <you> corresponds to the definition in (1), the ex-
amples in (2a), however, do not because they end in a punctuation mark.

If the definition in (1) is understood as being exhaustive (only those
entities described in the definition qualify as graphematic words), the
examples in (2a) are no graphematic words. But if they are not, what
are they? If the definition in (1) is not exhaustive, it is not complete and
additionally, the question arises, if the examples in (2a) are one or more
words.

Similar problems arise with the examples in (2b). The word-status of
<Smiths’> is unclear as is the question whether a hyphenated word (?)
like <mother-in-law> constitutes one or more graphematic words.

One alternative to the definition in (1) is proposed by Zifonun, Hoff-
mann, and Strecker (1997, p. 259), my translation:

(3) A graphematic word is a string of graphemes that is preceded by a
space and may not be interrupted by spaces.

This definition only seemingly solves the problems we have encountered
so far. The examples in (2a) constitute according to this definition ex-
actly one graphematic word, <you>, because the “string of graphemes”
is interrupted by a punctuation mark in each case. The same is true for
the first example in (2b). This string of graphemes is interrupted by
the apostrophe. The case of the second example in (2b) is more com-
plicated, however. According to the definition in (3), <mother-in-law>
constitutes exactly one graphematic word: <mother>. The status of <-
in-law> is unclear.

Moreover, there are examples like in (4) that do not only end but also
begin with punctuation marks.

(4) <“you”>, <(you)>, <itG?> (Span.)

Thus, the definition in (3) is also problematic.

The solution I propose is based on typographic considerations by
Bredel (2008; 2011). Based on the model of writing space (cf. Fig. 1)
we can distinguish between two classes of punctuation marks and
graphemes: fillers and clitics. Fillers can independently fill a segmental
slot whereas clitics need the support of a filler.

Bredel (2008) proposes two criteria by which fillers and clitics can
be distinguished. The first one is symmetry. One element is called sym-
metric, if elements of the same class can stand adjacent to the left and
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right side of that element. Fillers are symmetric, clitics are not. The
second criterium is the ability of an element to appear at the beginning
and the end of a line. Fillers can appear at the end and the beginning of
a line, clitics cannot.

According to Bredel (2011, pp. 20-23) letters, numbers, apostrophes
and hyphens are fillers; periods, colons, semi-colons, commas, brackets,
question marks, quotation marks and exclamation marks are clitics.

Based on this distinction, we propose the following definition of
graphematic words in alphabetical writing systems such as German and
English (Evertz, 2016a, pp. 391-392); based on works of Bredel; my
translation):

(5) A graphematic word is a sequence of slot-filler-pairs surrounded
by empty slots in which at least one filler must be a letter.

The supplement to the definition (at least one filler being a letter) was
added to exclude numbers from the scope of the definition. Let us ex-
amine one of our examples in light of this definition, cf. Fig. 2.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

[ [mfofefrfelel-Tifol-Ji]e]w] |

FIGURE 2. Slot-filler-pairs of <mother-in-law!>

In Fig. 2 there are 15 segmentals slots. Slots 2 to 14 are occupied, slots 1
and 15 are empty. Slots 2 to 7, 9 to 10 and 12 to 13 are occupied by one
letter each, slot 14 is occupied by a letter and a punctuation mark. Slots
8 and 11 are each occupied by one non-letter filler. Thus, <mother-in-
law> meets all requirements for a graphematic word according to the
definition in (5).

The consequence of the definition in in (5) is that we can distin-
guish between the graphematic word proper and its surface form. Clitics
are only part of the graphematic surface whereas fillers are part of the
graphematic surface and of the graphematic word proper. This is true
for all fillers: letters and non-letters (cf. ibid., pp. 391-392).

In the case of the examples in (2a) and (4), the graphematic word
proper consists of the fillers: <you>. The clitics (in these cases the punc-
tion marks) are part of the graphematic surface. Thus, the examples in
(2a) and (4) are graphematic surface forms of exactly one graphematic
word (cf. ibid., pp. 391-392).

The examples in (2b) consist exclusively of fillers. This means that all
characters (letters and non-letters alike) make up the graphematic word
proper. The non-letter fillers are part of the graphematic word since
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they have important roles within it. In the case of <mother-in-law>
(cf. Fig. 2), the non-letter fillers indicate that the morphological pro-
cessing is not completed after <mother> and <in> but that everything
between the empty slots must be processed as whole (Evertz 216a, 391).
In the case of <Smiths’> as in the Smiths’ house, the apostrophe indicates a
zero morpheme (Buncié, 2004, p- 190). A consequence is, however, that
<Smiths’> and <Smith> are two different graphematic words.

This definition is very promising for writing systems such as Eng-
lish and German. We will see however, that it is a poor candidate for a
universal definition, cf. section 5.

3. Properties of Graphematic Words

The graphematic word is a unit in writing systems that issuprasegmental,
i.e., it is larger than a single segment. It is not the only supraseg-
mental unit in alphabetical writing systems. The graphematic sylla-
ble is well-established in psycho- and grapholinguistic literature (e.g.,
Butt and Eisenberg, 1990; Domahs, Bleser, and Eisenberg, 2001; Eisen-
berg, 2006; Primus, 2003; Rollings, 2004; Roubah and Taft, 2001; Wein-
garten, 2004) and more recently, the graphematic foot gained attention
(Evertz, 2016a,b; 2018; 2019; Evertz and Primus, 2013; Fuhrhop and Pe-
ters, 2013; Primus, 2010; Ryan, 2018). With these units it is possible to
constitute a graphematic counterpart of the phonological hierarchy, cf.
Fig. 3.

<> graphematic word (<w>)
|
<F> graphematic foot (<F>)
/ \
<0s> <Ow> graphematic syllable (<o>)
AN \
Rh Rh
| / \ subsyllabic constituents
On Nu On Nu Co
| /SN
C v € C VvV ¢« graphemes
SN
s h o u t S r segments

[short straight]

[free up] features

FIGURE 3. The graphematic hierarchy (Evertz, 2018; Evertz and Primus, 2013
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This hierarchy is—just as its phonological counterpart—accompanied by
the Strict Layer Hypothesis (Nespor and Vogel, 1986). This hypothesis states
in its strong form that each unit of a non-terminal category is composed
of one or more units of the immediately lower category. The second part
of the Strict Layer Hypothesis states that a unit of a given level of the
hierarchy is exhaustively contained in the superordinate unit of which it
is part (ibid., p. 7). Previous work showed that this hypothesis also holds
in graphematics, although it seems that the first principle is violable in
case of so called extrametrical syllables (cf. Evertz, 2018).
A consequence of these considerations are that:

— a graphematic word consists of at least one graphematic foot and
— a graphematic foot consists of at least one graphematic syllable.

Since larger units in a hierarchy are made up of the immediately smaller
units, the larger units inherit traits of the smaller units. For instance,
if a syllable must adhere to certain well-formedness requirements and
if a foot is constituted by syllables, the syllables of the foot must ad-
here to the very the same requirements. The same is true on every level
of the hierarchy. This means that a graphematic word must adhere to
well-formedness requirements of graphematic feet and graphematic syl-
lables.

This relationship can be exemplified by so called minimal words
(Evertz, 2016b). Consider following examples:

(6) in/inn, oh/owe, no/know, by/bye/buy, so/sew, to/two, we/wee,
or/ore/oar, be/bee, I/aye/eye

The pairs or triplets in (6) are homophones. Interesting is that func-
tion words can obviously be shorter than content words. This can be
described by the so called three-letter-rule (e.g., Cook, 2004, p. 57):

(7) Content words must have more than two letters.

The existence of a minimality restriction like the three-letter-rule can
be explained with the help of the graphematic hierarchy.

Just like in phonology, we can expect that function words behave dif-
ferently than content words. For instance, while content words always
constitute phonological words, which exhibit exactly one prime stress,
function words can be unstressed. In phonology, this can be described
by following constraint:

(8) LExwD = PRDWD: Every lexical word corresponds to a prosodic
word (ibid., p. 101).

Let us assume that this constraint also holds for writing systems:
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(9) Every lexical word corresponds to a well-formed graphematic
word.

The difference in the pair and triples in (6) can now be explained by
the well-formedness constraints the graphematic word inherits from the
smaller units in the hierarchy.

In phonology, feet must conform to a certain well-formedness con-
straint, called foot-binarity (McCarthy and Prince, 1995, pp. 320—324):

(10) FooT-BINARITY: Feet are binary at a syllabic or moraic level of
analysis.

This means that a well-formed phonological foot must consist of two syl-
lables or one heavy syllable. Evertz (2016b; 2018) shows that a similar
constraint holds for graphematics. A graphematic foot must consist of
either one heavy graphematic syllable or two graphematic syllables (of
any weight). Whether a graphematic syllable is heavy or light depends
on its syllabic structure. In order to be heavy, a graphematic syllable
must have a rhyme that dominates at least two segments and in total the
syllable must consist of at least three segments (Evertz, 2016b, p. 208;
see the fist syllable in Fig. 3 as an example of a heavy graphematic syl-
lable).

Although the three-letter-rule is not wrong, the explanation provided
here is superior in explanatory strength. Moreover it is empirically su-
perior. If having three letters was the only restriction for graphematic
words, there should be more words like <gnu>, which end in a single
vowel letter but still consist of three letters. Words of this type, how-
ever, are quite rare (cf. ibid.).2

Even the fact that content words have at least one vowel letter can be
derived from the graphematic hierarchy: A graphematic word consists
of at least one foot. A graphematic foot consists of at least one graphe-
matic syllable. And a graphematic syllable must have a core dominating
at least one vowel letter (e.g., Evertz, 2018; Fuhrhop and Peters, 2013;
Primus, 2003).

There are, however, exceptions to the well-formedness constraints
described here. Graphematic words that systematically violate these
constraints are abbreviations:

2. Evertz (2016b, p. 193) reports that only 20.4% of monosyllabic phonological
words ending in a vowel are written as a monosyllabic graphematic word ending in a
single vowel letter. Of these 20.4%, 4.6% are function words, 9.2% are loanwords, in-
terjections or abbreviations, leaving a rest of 6.7%. Monosyllabic phonological words
ending in a vowel are rather coded with the help of so called mute letters like in blow,
bee, bigh. Evertz (ibid., pp. 207-208) argues that these mute letters add graphematic
weight in order to meet the weight restriction for graphematic feet.
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(11) Examples for graphematic words violating well-formedness con-
straints:
— ill-formed graphematic syllables: Mr., Mrs., vs., Dr.
— ill-formed graphematic feet: BA, MA, no.

The examples in (11a) violate the constraint that the cores of graphe-
matic syllables dominate a vowel letter. The examples in (11b) violate
the constraint that graphematic feet need to have a minimal weight.

Those words that violate well-formedness constraint are marked by
special orthographic devices like dots or all-caps. We may thus describe
such abbreviations as untypical and marked graphematic words (Evertz,
20164, p. 393).

4. Relations to Phonological Units

After having discussed the definition of the graphematic word and some
of its properties, let us now try to discuss the relationship of the graphe-
matic word to other word-like units.

Let us begin with the phonological word. It is quite obvious that the
phonological word and the graphematic word are not congruent. A
phonological word is a linguistic unit that consists of at least one phono-
logical foot and exhibits exactly one primary stress. Within phonolog-
ical words, syllable boundaries are drawn according to onset maximiza-
tion (assign as many intervocalic consonants to the onset as possible
(in accordance with the phonotactical constraints of a language); e.g.,
Giegerich, 1992, p. 170). For instance, fomato constitutes exactly one
phonological word. There are several potential ways to divide the word
into syllables, e.g., *fom.at.o vs. to.ma.to. Only the second way conforms to
the onset maximization principle. However, onset maximization does
not incur, if a border of a phonological word is interfering.

One example for that is the German compound Tierart ‘animal
species’. According to onset maximization, the intervocalic consonant
/1/ should be the onset of the second syllable. However, this syllabifi-
cation is ungrammatical: *[tiz.saret]. Instead, the word is syllabified like
this: [tire.?aret]. Thus, we can conclude that a phonological word border
is interfering with onset maximization. In other words, Tierart consists
of two phonological words: {Tier}{art}. However, it is realized graph-
ically as one graphematic word <Tierart>. Therefore it seems that in
German, the phonological word and the graphematic word are incon-
gruent.

An example of the incongruity of phonological and graphematic
words in English was mentioned in the first section: fish and chips. While
this phrase consists of three graphematic words, it consists of only two
phonological words: {fifn}{tfips} (Taylor, 2015, p. 7).
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A morphological word can be described a an entity that inflects uni-
formly (Wurzel, 2000, p. 36) and is constituted by word building rules
(Jacobs, 2005). Thus, our example Tierart is a morphological word since
it is constituted according to the composition rules of German and is in-
flecting uniformly: Tierarten (Pl.) vs. *Tierearten. Fuhrhop (2008, p. 224)
comes to the conclusion that the morphological word is congruent with
the graphematic word in German.?

A syntactic word can be defined as a syntactically free form that is com-
monly designated X° in generative grammar (cf. Gallmann, 1999). This en-
tails that a syntactical word is permutable in a sentence and may not
be interrupted by linguistic material. Gallmann (ibid.) and Fuhrhop
(2008) come to the conclusion that the syntactic word and the graphe-
matic word are almost congruent® in German.

From a writer’s perspective the congruity of graphematic words with
syntactical and morphological words means that phrases must be real-
ized as single graphematic words with empty slots in between. Complex
morphological words, however, must be realized as one graphematic
word without empty slots in between. Conversely, from a reader’s per-
spective this means that a slot-filler-sequence without spaces must be in-
terpreted morphologically and slot-filler-sequences with spaces must be
interpreted syntactically. This can be exemplified by wobigeraten ‘great,
outstanding’ vs. wobl geraten ‘probably guessed’. Because there are no
empty slots in woblgeraten, it must be interpreted as one graphematic
word and therefore as one morphological word. And because there is
an empty slot in wobl geraten, this expression must be interpreted as two
graphematic words and therefore two syntactic words, a phrase in this
case.

The case for English is not as straightforward as in German. This
is due to the fact that there is a considerable stylistic freedom in
the spelling of compound words. For instance, the website Wik-
tionary lists three spellings of secondband: <secondhand>, <second-
hand> and <second hand>. However, as the same website points out,
<secondhand> and <second-hand> “may be preferred spellings for the
adjective meaning ‘not new’, to avoid confusion with the noun ‘second
hand’ referring to the hand of a clock or watch.”®. This means that

3. Whether there are exceptions to the congruity of morphological and graphe-
matic words is debatable. Wurzel (2000, p. 37) points to the case of (mit seiner) Lan-
genweile ‘(with his) boredom (Dative)’ a variant of Langeweile. This (not too common)
variant may suggest that Langeweile is actually consisting of two morphological words
but one graphematic word.

4. Examples include particle verbs like anfangen ‘to begin’ in sentences like er fingt
an zu schreiben ‘he starts writing’.

5. https://en.wiktionary.org/wiki/second_hand#English, retrieved August 21st,
2020.
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spellings without empty slots are quite clearly interpreted as one mor-
phological word while spellings with empty slots can have ambiguous
readings. Evertz (20164, p. 394) points to the example old furniture dealer:
an <old-furniture dealer> is a dealer of old furniture, an <old furniture-
dealer> is a furniture dealer who is elderly.

Thus it seems that justlike in the German writing system, the graphe-
matic word is congruent with the morphological and syntactical word
in English although the English writing system allows more variation in
writing compound words.

5. Graphematic Words Without Spaces?

So far we examined the graphematic word in English and German as ex-
amples of alphabetical writing systems that use empty slots to mark the
beginning and end of graphematic words. However, there are writing
systems, alphabetical and non-alphabetical, that do not use empty slots
in that way. In this section, we will have a look at two examples and
discuss why in these cases there are no empty slots and whether we still
can find reasons to assume that the graphematic word is a relevant unit
in these writing system.

5.1. The Case of Japanese

The Japanese writing system (JWS) is regarded as one the most complex
writing systems in the world (e.g., Joyce, 2011). Sproat (2010, p. 47) for
instance writes that “Japanese is a complex system, certainly the most
complex writing system in use today and a contender for the title of the
most complex system ever.” The reason for this consensus regarding its
complexity is the multitude of scripts employed in the Japanese writ-
ing system. In the contemporary JWS there are five separate scripts:
morphographic kanji, the mora-based (Ratcliffe, 2001) scripts biragana
and katakana, the phonemic Roman alphabet 7omaji and Arabic numerals
(e.g., Joyce and Masuda, 2018, p. 182).

The different scripts are used for different purposes. Kanji are gen-
erally used to represent native and Sino-Japanese content words like
nouns, the stem of verbs etc. (ibid., p. 184). For instance, the com-
pound HAGE nibongo ‘Japanese’ consists of three kanji HA ‘Japan’ and
7 ‘language’.Hiragana, on the other hand, generally represent function
words such as auxiliaries, and inflectional endings (ibid., p. 184). In
this use they are referred to as iX D {lx#% okurigana ‘accompanying letters’.
An example for okurigana are the hiragana following the kanji in .3
miru ‘(to) see’ vs. W7z mita ‘saw’. Katakana are usually used to write
non-Chinese loanwords, foreign names, animal and plant species names,
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onomatopoeic expressions, and for emphasis and as glosses. Romaji are
similarly used to represent non-Japanese words and names, especially
within advertising and mass media. And finally, Arabic numerals are
used to represent numbers, particular in financial and scientific contexts
(Joyce and Masuda, 2018, p. 184).

While on first sight this multitude of different scripts might seem
confusing, it can actually be beneficial for readers as they enable them to
distinguish lexical content from grammatical elements (Joyce and Ma-
suda, 2016). This is because of the visual distinctiveness of the three
scripts the JWS mainly uses. First, kanji are visually salient because of
their complexity. In contrast to hiragana and katakana, which are usu-
ally written with no more than six strokes (Kajii, Nazir, and Osaka, 2001,
p- 2504), kanji can consist of up to 29 strokes with an average of 10.47
strokes (]oyce, Hodos3cek, and Nishina, 2012, p. 256; Joyce and Masuda,
2018, p. 186). Since these salient units usually represent lexical content,
it can be identified at first glance. Second, hiragana are also easily iden-
tifiable: they consist of relatively few strokes, which tend to be curved,
in contrast to katakana, which consist of more or less the same amount
of strokes, which, however, tend to be straight. Thus, grammatical el-
ements, which are usually represented by hiragana, are also quite eas-
ily identifiable. Reading experiments confirmed that readers can distin-
guish the three types of characters effortless, even in peripheral vision
(Osaka, 1989; 1992). Given the foreignness in appearance of romaji and
Arabic numerals, it is quite reasonable to assume that they too can be
distinguished easily by readers of the JWS.

Let us demonstrate the interplay of the different scripts within the
JWS, cf. the example in (12).

(12) Example for the interplay of different scripts in the JWS (Shi-
batani, 1990, p. 129)

{fE1 =S bD i T ff WwWiws OL T o
Hanako wa ano biru de hatari- i-te-i-ru ooreu desu
Hanako Toric that building at work- ing OL is

‘Hanako is an OL (office lady) working in that building’

Content words (in one case a verb stem) are represented by kanji ({£
+, i), by katakana (E)V) or romaji (OL). Since in Japanese inflectional
endings are following the stem, word beginnings coincide with charac-
ters that usually represent lexical content, especially kanji (cf. Rogers,
2005, p. 66). Thus, characters frequently appearing in the word begin-
ning may serve as effective segmentation cues to signal word bound-
aries.

This points to the conclusion that graphematic words do not need to
be explicitly marked by empty slots in Japanese, since the words are al-
ready marked graphotactically. This conclusion is supported by psycholin-
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guistic findings. Sainio, Hy6ni, Bingushi, and Bertram (2007) found
that interword spacing facilitated Japanese readers—but only when they
read a text composed of hiragana only. In normal Japanese texts, which
mainly consist of kanji and hiragana, interword spacing did not facili-
tate reading.

5.2. The Case of Chinese

Like the Japanese writing system, the Chinese writing system (CWS)
does not display empty slots between individual characters, which rep-
resent most likely a morpheme or a syllable, cf. (13).

(13) Example of a Chinese sentence without interword spacing

H X LA B R AL B AR K o

The sentence neither displays spacing between words or phrases nor
does it display graphotactical cues to word boundaries like in the JWS.
Yet there are linguistic units greater than single syllables, morphemes or
characters. (14) provides a translation of the sentence in (13), in which
syntactic words are separated.

(14) Translation of the sentence in (13) (Coulmas, 2003, p. 59)

] X JL 4 ] A mE R Ko
Zhonggué zhe ji nian de bianhua diqué hén da
China these several years GEN change really very Dbig

‘China underwent big changes during the past several years’

In the CWS, syntactic words can be written with one or more charac-
ters, as seen in (14). A word comprising two characters is not neces-
sarily a compound word. For instance, in #i#| giayin ‘earthworm’ nei-
ther character represents a morpheme but both characters combined do
(Chen, 1996, p. 46). An example for the difference between a phrase and
a syntactic word written with two characters is the contrast between 4L
5 hongnido ‘red bird’ and £L4E honghua ‘safflower’ (examples from Zhang,
1985, p. 64 as cited in Packard, 2000, p. 15). Notice that in both cases
the first character is £, which in isolation denotes ‘red’. In £L%, there
are two syntactic words because both components can be substituted by
nearly any adjective and any noun while it still retains its compositional
meaning. In £L4E, on the other hand, the idiomatic meaning gets lost by
substituting one component (ibid., p. 15).

The Common Words in Contemporary Chinese Research Team
(2008) analyzed a corpus consisting of 56,008 words and found that 6%
of Chinese words are written with a single-character, 72% are 2-charac-
ter words, 12% are written with 3 characters, and 10% are 4-character
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words; fewer than 0.3% of Chinese words are written with more than 4
characters. Analyzing the token frequencies, 70.1% of words are written
with a single character, 27.1% are 2-character words, 1.9% are 3-charac-
ter words, 0.8% are 4-character words, and 0.1% are words longer than
4 characters.

This means that 94% of words (types) are longer than one charac-
ter and even by taking tokens into account, nearly 30% of words are
still larger than a single character. This leads to the question why the
CWS does not display empty slots between words and whether there is
a graphematic counterpart to the syntactic word in Chinese.

One reason for the lack of interword spacing might lie in the devel-
opment of the CWS. Classical Chinese was mostly monosyllabic and
monomorphematic, thus words and characters were almost congruent
(Hoosain, 1992, p. 119; Li, Zang, Liversedge, and Pollatsek, 2015, p. 232).
Therefore, the writing system of Classical Chinese had simply no need
for interword separation.

Packard (1998; 2000) mentions the fact that there was no term for
the syntactic word in the Chinese language until the concept was im-
ported from the West at the beginning of the twentieth century. This
new term is called i ci ‘syntactic word’. It describes a concept that is
quite different from the older word that is still used in non-linguistic
contexts when talking about word-like entities in Chinese, % zi, which
can be translated as ‘morpheme-syllable’ or ‘character’ (Hoosain, 1992,
p. 112).

A reason why interword spacing did not develop over time in the
Chinese writing system (CWS) might be due to the linguistic features
of contemporary Chinese. It is noteworthy that modern Chinese al-
most completely lacks inflection. Thus, unlike in the JWS, there is no
need for a non-morphemic script for grammatical information in the
CWS. Moreover, Hoosain (ibid., pp. 118—-120) reports that morphemes
in Chinese can be free or bound. However, there are degrees of freedom
as the free-bound status of a morpheme can vary by context, register and
dialect. Lastly, bound morphemes can appear before or after a free mor-
pheme, unlike in many other languages which do only allow bound mor-
phemes to either appear before or after a free morpheme (Chen, 1996,
p- 46). According to Hoosain (1992, p. 120), these factors contribute to
a “fluidity of word boundaries” in the mind of Chinese speakers. Thus,
a distinction between morphemes and words in the CWS would not be
appropriate. Packard (2000, pp. 17-18), however, disputes this argu-
ment. He argues that Chinese speakers might only be uncertain in their
metalinguistic judgment but will have no problems in actual language
usage.

As an interesting side note, Meng et al. (2019) compared the effi-
ciency of deep learning-based Chinese natural language processing al-
gorithms. They benchmarked neural word-based models which rely
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on word segmentation against neural character-based models which
do not involve word segmentation in four tasks (language modeling,
machine translation, sentence matching/paraphrase and text classifi-
cation). They found that character-based models consistently outper-
formed word-based models.

While the linguistic argument of Hoosain (1992) is under dispute,
there is however consensus about the average word length in Chinese.
As reported further above, ca. 78% of word types and ca. 97% of word
tokens are one or two characters in length. This leads Li, Zang, Liv-
ersedge, and Pollatsek (2015) to another interesting explanation why
there is no interword spacing in the CWS: the variance in word length in
Chinese is reduced relative to the word length variability in alphabetic
languages. The number of potential sites within a character string at
which word segmentation might occur is therefore significantly reduced
in Chinese. Consequently, decisions about word boundaries might be
less of a challenge in Chinese than in English (given English had no
empty slots). Thus, word spacing may have been less of a necessity for
efficient reading in Chinese (ibid., pp. 232-233).

These considerations are supported by psycholinguistic findings.
The interspersing of spaces (or other highlighting) between syntactic
words does not facilitate reading Chinese, but did not interfere with
reading in adult readers as well (Bai et al., 2008; Inhoff, Liu, Wang, and
Fu, 1997). Inserting a space after a word facilitates its processing but
inserting a space before a word did not facilitate processing and in fact
may even interfere with its integration into sentential meaning as indi-
cated by total reading times (Li and Shen, 2013; Liu and Li, 2014).

To sum these considerations up: In classical Chinese, there was no
need to introduce a delimiter of words since words and characters were
almost congruent. In contemporary Chinese this is not the case. There
is a considerable amount of syntactic words that are written with more
than a single character. But because of linguistic features of the Chinese
language which allow morphemes to occur relatively freely in different
syntactical contexts and because of the relatively reduced word length
variability in Chinese, it seems that the character is the central unit for
reading Chinese.

Thus it seems that the graphematic word is simply not a relevant—
or existing—unit in the CWS. This is an important insight for supraseg-
mental graphematics pertaining to the role of the graphematic hierarchy
across languages. While the phonological counterpart of the graphe-
matic hierarchy, the prosodic hierarchy, is assumed to be universal®,
the writing system of Chinese demonstrates that at least the graphe-

6. But see, e.g., Schiering, Bickel, and Hildebrandt (2010), who question the uni-
versality of the phonological word and find evidence that there are more units within
the prosodic hierarchy than assumed.
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matic word is not a universal category of the graphematic hierarchy.
This opens the debate whether all units within the graphematic hierar-
chy are universal and whether the graphematic hierarchy as a whole is
universal across writing systems at all.

6. Conclusion

The definition that the graphematic word is a string of graphemes bor-
dered by spaces, which is well-accepted in the literature, turns out to be
problematic because it does not take the role of punctuation marks into
account. A promising alternative to this definition is typography-based.
In this definition a graphematic word is defined as a sequence of slot-
filler pairs, in which at least one filler is a grapheme, bordered by empty
slots. This definition has the benefit that it allows to distinguish be-
tween the graphematic surface and the graphematic word proper. Clit-
ics belong to the graphematic surface of a word only.

The graphematic word is part of the graphematic hierarchy, the
graphematic counterpart to the phonological hierarchy. Taking the
strict layer hypothesis into account, it is possible to explain certain fea-
tures of the graphematic word. Since graphematic words consist of
graphematic feet, which in turn consist of graphematic syllables, the
graphematic word inherits traits of the foot and the syllable. One exam-
ple for such a trait is the fact that graphematic words must have at least
one vowel letter: because graphematic syllables need to have a vowel
letter in their core, a graphematic word needs to have at least one vowel
letter as well. Another example provided in this paper is the minimal
weight restriction for graphematic words. The existence of this restric-
tion can be explained by a well-formedness constraint of graphematic
feet stating that a foot must be binary in syllabic or moraic terms.

Examining the German and English writing systems, it seems that
the graphematic word mainly corresponds to the morphological and
syntactical word in spoken language. A graphematic word written with
no empty slots in between is interpreted as one morphological unit in
both writing systems. Empty slots on the other hand indicate distinct
syntactical units in the German writing system. In the English writ-
ing system, there is a greater variety in writing compound words. The
use of a hyphen (a filler according to the typographic considerations in
section 5) or the avoidance of empty slots may however disambiguate
unclear cases.

In some writing systems there are no empty slots between charac-
ters. However, it can be argued that there are graphematic words in
the Japanese writing system, which are not marked by empty slots but
by graphotactical means. In the Japanese writing system, hiragana are
used to represent function words and inflectional endings while other
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scripts (especially kanji) are used to represent lexical information. Be-
cause lexical words usually start with a kanji character (or katakana or
romaji), the beginning of a graphematic word can easily be spotted.

If we accept that graphematic words do exist in Japanese, which is a
writing system without empty slots between words, the definition of
graphematic words in (5) is not universal. A universal definition of
graphematic words has to include that in some writing systems, grapho-
tactical means are used to mark the borders of graphematic words.” This
universal definition must therefore be quite broad and unspecific. Sub-
definitions pertaining to certain writing systems or families of writing
systems are needed to supplement this broad universal definition. The
definition in (15) is a first tentative proposal.

(15) A graphematic word is a sequence of slot-filler pairs, in which at
least one filler must be a basic unit of the given writing system.

1. This sequence is bordered by empty slots or
2. the beginning of that sequence is indicated by other grapho-
tactical means (e.g., the change of scripts).

The term basic unit is a deliberately broad term to accommodate dif-
ferent types of writing systems. However, it might not be quite clear
what the basic unit of a given writing system is. In case of the JWS, it
is fair to say that the characters of kanji, hiragana and katakana are ba-
sic units of the writing system. But it is unclear whether the characters
of romaji are belonging to this class. Furthermore, while the notion of
empty slots is quite clear, the term “graphotactical means” is quite fuzzy
as well. In both cases, writing system specific sub-definitions must be
supplemented.

Another insight we gained from examining writing systems without
empty spaces pertains to the graphematic hierarchy. In the Chinese
writing system, words are neither marked by empty slots nor by other
graphotactical means. Thus it seems that the graphematic word is not a
relevant unit in the Chinese writing system. This is an interesting find-
ing for suprasegmental graphematics. In suprasegmental phonology, it
is claimed that all the units of the prosodic hierarchy are universal. In
graphematics, however, it seems that this is not the case—at least for the
graphematic word. Further typological investigations are needed to ex-
plore the role of the graphematic hierarchy in non-alphabetical writing
systems.

7. The Thai writing system may also be a candidate for a system marking its
graphematic words by graphotactical means.
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