GRAPHOLINGUISTICS AND ITS APPLICATIONS

Grapholinguistics
in the 21st Century—2020

/gsafematik/ June 17-19, 2020
Proceedings Yannis Haralambous (Ed.)

Part |

Fluxus Editions






Grapholinguistics and Its Applications 4



Series Editor

Yannis Haralambous, IMT Atlantique & CNRS Lab-STICC, France

Series Editorial Committee

Gabriel Altmannt, formerly Rubr-Universitit Bochum, Germany
Jacques André, formerly IRISA, Rennes, France

Vlad Atanasiu, Université de Fribourg, Switzerland

Nicolas Ballier, Université de Paris, France

Kristian Berg, Universitit Oldenburg, Germany

Chuck Bigelow, Rochester Institute of Technology, USA

Stephen Chrisomalis, Wayne State University, USA

Florian Coulmas, Universitit Duisburg, Germany

Joseph Dichy, Université Lumiére Lyon 2 & CNRS, Lyon, France
Christa Dirscheid, Universitit Ziirich, Switzerland

Martin Diirst, doyama Gakuin University, Japan

Keisuke Honda, Imperial College and University of Oxford, UK
Shu-Kai Hsieh, National Taiwan University, Taiwan

Terry Joyce, Tama University, Japan

George A. Kiraz, Institute for Advanced Study, Princeton, USA

Mark Wilhelm Kister, Office des publications of the European Union, Luxembourg
Gerry Leonidas, University of Reading, UK

Dimitrios Meletis, Universitit Zirich, Switzerland

Kamal Mansour, Monotype, US4

Klimis Mastoridis, University of Nicosia, Cyprus

Tom Mullaney, Stanford University, USA

Martin Neef, Technische Universitit Braunschweig, Germany

J-R. Osborn, Georgetown University, USA

Cornelia Schindelin, Jobannes Gutenberg-Universitit Mainz, Germany
Virach Sornlertlamvanich, SICCT, Thammasat University, Thailand
Emmanuél Souchier, Université de la Sorbonne, Paris

Jurgen Spitzmiiller, Universitit Wien, Austria

Richard Sproat, Google, USA

Susanne Wehde, MRC Managing Research GmbH, Germany



Yannis Haralambous (Ed.)

Grapholinguistics in the 21st
Century

/gafematik/
June 15-17,2020 (online)
Proceedings Part I

Fluxus Editions



Yannis Haralambous (Ed.). 2021. Grapholinguistics in the 21st Century. June
15-17, 2020. Proceedings (Grapholinguistics and Its Applications, Vol. 4).
Brest: Fluxus Editions.

This title can be downloaded at:

http://fluxus-editions.fr/gla4.php

© 2021, The respective authors

Published under the Creative Commons Attribution 4.0 License
(CC BY 4.0): http://creativecommons.org/licenses/by/4.0/

ISBN: 978-2-9570549-6-1

e-ISBN: 978-2-9570549-8-5

ISSN: 2681-8566

e-ISSN: 2534-5192

DOI: https://doi.org/10.36824/2020-graf1

Cover illustration: Human, in heptapod B language, courtesy of Wolfram
Companies (https://github.com/WolframResearch/Arrival-Movie-Live-
Coding). From the movie Arrival (2016) by Denis Villeneuve, inspired by
the short story Ted Chiang, “Story of Your Life,” Starflight, Vol. 2, New
York: Tor Books, 1998.

Cover design and typesetting: Atelier Fluxus Virus

Main fonts: William Pro by Typotheque Type Foundry, Computer
Modern Typewriter by Donald E. Knuth, Source Han Serif
by Adobe Systems, Amiri by Khaled Hosny

Typesetting tools: XgI4TEX, biblatex+biber (authoryear-icomp style),
xindex, titlecaseconverter.com

Fluxus Editions

38 rue Emile Zola
29200 Brest, France
www.fluxus-editions.fr

Dépot 1égal : février 2021 npxa



Table of Contents

Preface . . . . . . . . e
List of Participants at the Grapholinguistics in the 21st Century
2020 Comference . . . . . . . . it e
PART I

MARTIN NEEF. — The Written Utterance as a Core Concept in
Grapholinguistics . . . ... ... ... L Lo oo oo

MARTIN EVERTZ-RITTICH. — What Is a Written Word? And if So,

SVEN OSTERKAMP & GORDIAN SCHREIBER. — Challenging the Di-
chotomy Between Phonography and Morphography: Transi-
tionsand Gray Areas . . .. ... ... ...

STEFANO PRESUTTI. — The Interdependence Between Speech and
Writing. Towards a Greater Awareness . . . ... .........

AMALIA E. GNANADESIKAN. — S;: The Native Script Effect . . . . .
DiMITRIOS MELETIS. — On Being a Grapholinguist . . .. ... ..

CORINNA SALOMON. — Comparative Perspectives on the Study of
Script Transfer, and the Origin of the Runic Script . . ... ..

DANIEL HARBOUR. — Grammar Drives Writing System Evolution.
Lessons From the Birthof Vowels . ... ..............

SVEvVA ELTI DI RODEANO. — Scripts in Contact: Transmission of
the First Alphabets . . . .. ... .. ... ... . ... ... ...

DALMA VERY. — Mutable Imagination: Typography and Textual
Space in Print and Digital Layouts . . . ... ............

ix

xXi

25

47

83

103

125

143

201

223



vi Table of Contents

YANNIS HARALAMBOUS, FREDERIC LANDRAGIN & KENICHI HANDA.
— Graphemic and Graphetic Methods in Speculative Fiction

IrRMI WACHENDORFF. — Typographetics of Urban Spaces. The In-
dication of Discourse Types and Genres Through Letterforms
and Their Materiality in Multilingual Urban Spaces . . . . . ..

OLGA KULIisH. — Between the Words. Emotional Punctuation in
the Digital Age Communication. . .. ... .............

JOHANNES BERGERHAUSEN & THOMAS HUOT-MARCHAND. — The
Missing Scripts Project . . . .. ... ....... ... ... . ...

MORGANE PIERSON. — Beyond the Semantic. Typographic Repre-
sentation of Ancient Monetary Inscriptions . .. ... ... ...

Y1sHAI NEUMAN. — Sociocultural Motivation for Spelling Variation
in Modern Hebrew . . . ... ......... ... .. ... .....

CHRISTA DURSCHEID. — Emojis Are Everywhere. How Emojis
Conquer New Contexts . . ... ... .. ... .. ..........

Tomi1 S. MELKA & ROBERT M. SCHOCH. — A Case in Point: Com-
munication With Unknown Intelligence/s . .. ..........

CHRISTINE KETTANEH. — Mute Melodies. . . . ... ... ......

PART II

TERRY JOYCE & HISASHI MASUDA. — Constructing Databases of
Japanese Three- and Four-Kanji Compound Words. Some Ob-
servations Concerning Their Morphological Structures

KEISUKE HONDA. — A Modular Theoretic Approach to the Japanese
Writing System: Possibilities and Challenges . . ... ......

JAMES MYERS. — Levels of Structure Within Chinese Character
Constituents . . . ... .. .. ... ... e e

ToMOHIKO MORIOKA. — Viewpoints on the Structural Description
of Chinese Characters . . . ... ... ...... ... .......

ToMISLAV STOJANOV. — The Development of the Description of
Punctuation in Historical Grammar Books . . . . . ... ... ..

259

361

417

439

455

489

501

513

561

579

621

645

683

NATALIIA DROZHASHCHIKH, ELENA EFIMOVA & EVGENIA MESHCHE-

RYAKOVA. — Form-Meaning Regularities in Old English Lexicon

739



Table of Contents vii

STEFANO PRESUTTI. — Graphemic Complexity for the New Ro-
mance Phonemes in Italian. Some Reflections. . . ... ... .. 755

VICTORIA FENDEL. — A Small Step for a Man, a Giant Leap for a
People—The Coptic Language . . . ... ............... 775

HELEN GIUNASHVILI. — Old Aramaic Script in Georgia . . . . . .. 787
LiupMILA L. FEDOROVA. — On the Typology of Writing Systems . 805

PI1ERS KELLY. — The Naasioi Otomaung Alphabet of Bougainville.
A Preliminary Sketch From Afar . ... ............... 825

ROBERT M. SCHOCH & ToMI S. MELKA. — A “Sacred Amulet from
Easter Island—1885/6—". Analyzing Enigmatic Glyphic Char-

acters in the Context of the rongorongo Script . . . . . . ... ... 847
HANA JEE, MONICA TAMARIZ & RICHARD SHILLCOCK. — Quan-

tifying Sound-Graphic Systematicity. Application to Multiple

Phonographic Orthographies . ... ................. 905

LoH JiA SHENG COLIN & FRANCESCO PERONO CACCIAFOCO. —
A New Approach to the Decipherment of Linear A, Stage 2. Crypt-
analysis and Language Deciphering: A “Brute Force Attack” on

an Undeciphered Writing System . . . . . ... ........... 927
ESTER SALGARELLA & SIMON CASTELLAN. — SigLA: The Signs of

Linear A. A Paleographical Database . ............... 945
KEVIN DONNELLY. — Digitising Swahili in Arabic Script

With dndika! . . . ... .. . 963
Duobuo Xu. — A Semantic Index for a Dongba Script Database . 985
Dominique Boutet, In Memoriam . . . . . . ... ... ... .. . .... 1007

CLAIRE DANET, DOMINIQUE BOUTETY, PATRICK DOAN, CLAUDIA
SAVINA BIANCHINI, ADRIEN CONTESSE, LEA CHEVREFILS, MOR-
GANE REBULARD, CHLOE THOMAS & JEAN-FRANGOIS DAUPHIN.

— Transcribing Sign Languages With TYPANNOT: The Typo-
graphic System That Retains and Displays Layers of Informa-
tion . . . . e 1009

CLAUDIA S. BIANCHINI. — How to Improve Metalinguistic Aware-
ness by Writing a Language Without Writing: Sign Languages
and Signwriting . . . ... ... Lo oo o o 1039

CHRISTIAN KocH. — Language Identity Through Cyrillic Script.
From Romanian to Moldovan by Automatic Transliteration in
the Wikimoldia Project . . ... .......... ... ...... 1067



viii Table of Contents

DANA AWAD, GHASSAN MOURAD & MARIE-ROSE ELAMIL. — The
Role of Punctuation in Translation. . . . ... ... ........ 1083

HANY RASHWAN. — Comparing the Visual Untranslatability of An-
cient Egyptian and Arabic Writing Systems . . .. ... .. ... 1097

MARC WILHELM KUSTER. — Mystic Messages—The Magic
of Writing . . . . . . . ... . 1109



Preface

The second edition of the Grapholinguistics in the 21st Century conference was
held online, owing to the COVID-19 pandemic, on June 15-17, 2020. In
these Proceedings are collected fourty-two contributions derived from oral
or poster presentations.

The first five papers (Neef, Evertz-Rittich, Osterkamp & Schreiber, Pre-
sutti, and Gnanadesikan) contribute to the theoretical body of grapholin-
guistics, addressing core concepts: the written utterance, the written word,
phonography and morphography, the interdependence of speech and writ-
ing, and the native script effect. Offering a global perspective, the paper
by Meletis, author of the recently released The nature of writing: A theory
of grapholinguistics, discusses the activity of being a grapholinguist, its chal-
lenges and promises.

The common theme of the papers by Salomon, Harbour, and Elti di Ro-
deano is beginnings: script creation or transfer (inspired by the runic script);
the influence of grammar on writing system evolution and the birth of vow-
els; transmission of the first alphabets.

The next block of six papers deals with (typo)graphetics: Véry explores
textual space; Haralambous, Landragin & Handa study graphemic and gra-
phetic methods in speculative fiction; Wachendorff examines urban spaces
in the Ruhr area; Kulish gives a survey of nonstandard, “emotional,” punctu-
ation; Bergergausen & Huot-Marchand and Pierson present their font cre-
ation projects, respectively, “Missing scripts” and “PIM” (ancient monetary
inscriptions).

In the papers that follow, Neuman gives an account of spelling variation
in Modern Hebrew from a sociocultural point of view; Diirscheid provides us
with insight on the use of emojis in social media; Melka & Schoch investigate
the possibility of communication, be it visual or auditory, with unknown
intelligence/s.

The last paper of the first part of the Proceedings provides an artist’s per-
spective: Kettaneh gives us an account on her very inspired work involving
written language in many forms.

The second part of the Proceedings starts with a block of four papers in the
area of sinographemics: Joyce & Masuda explore three-character and four-
character words in Japanese; Honda provides us with a modular-theoretic
approach to the Japanese writing system; Myers and Morioka deal with the
internal structure of sinographs.
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A group of eight contributions of historical nature follows. Stojanov deals
with the description of punctuation in Western grammar books; Drozha-
shchikh, Efimova & Meshcheryakova with form-meaning regularities in Old
English; Presutti with graphemics of new Romance phonemes in Italian;
Fendel with Coptic alphabets; Giunashvili with Old Aramaic script in Geor-
gia; Fedorova with Aztec emblems; Kelly with the Bougainville Naasioi Oto-
maung alphabet; Schoch & Melka with the Easter Island rongorongo script.

The next block of five papers deals with applications of the computer
in grapholinguistics: Jee, Tamariz & Shillcock study sound-graphic system-
aticity in various fonts; Sheng, Colin & Perono Cacciafoco attempt to de-
cipher Linear A by a brute force attack; Salgarella & Castellan present a
palxographical database for Linear A; Donnelly describes a system for digi-
tizing Swahili in Arabic script; Xu presents a semantic index for the Dongba
script of the Naxi people of Southwest China.

Speech and writing are not the only modalities of languages. There is
also gestuality, used in sign languages. Two papers deal with the written
transcription of sign languages: Danet efal. present the TYPANNOT system;
Bianchini discusses metalinguistic awareness. Among the authors of Danet
et al. is also Dominique Boutet who succumbed to the COVID-19 disease a
few weeks before the conference.

The three papers that follow deal with the confrontation of two scripts.
Koch investigates that between Roman and Cyrillic for the Moldovan lan-
guage; Awad, Mourad & Elamil study the use of punctuation in French-to-
Arabic translation; Rashwan investigates the visual untranslatability of the
Ancient Egyptian and Arabic writing systems.

The volume concludes with a supernatural touch, as Kiister leads us in a
tour of magical writing, from cuneiform acrostics to modern manga.

The volumetry of these Proceedings is important: its 42 papers were written
by 62 authors, span 1,122 pages (an average of 26.8 pages per paper, with a
maximum of 102 and a minimum of 12 pages) and contain 412 figures and
1,940 bibliographical references; the index stretches to 1,247 entries. For
technical reasons, the printed version of the Proceedings has been split into
two parts: Part I, from Neef to Kettaneh (pages 1 to 577) and Part II, from
Joyce & Masuda to Kiister (pages 579 to 1122). Both front matter (preface,
table of contents, list of participants) and back matter (index) are provided
in both parts, the former in Roman page numbering (i—xii) and the latter
in Greek page numbering (a’-ky’). Some papers use different illustrations
and text styles for the printed black & white version and the online color
version.

All presentations at the Grapholinguistics in the 21st Century 2020 conference
were recorded and can be viewed on Youtube. The links can be found on the
conference webpage (https://grafematik2020.sciencesconf.org/ or https://
perma.cc/3TJ6-RCJ5).
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The Written Utterance
as a Core Concept in Grapholinguistics

Martin Neef

Abstract. In the analysis of written language, the distribution of the punctuation
marks dot, exclamation mark, and question mark is usually explained with refer-
ence to the concept of sentence. For this reason, these characters are referred to in
German linguistics as ‘Satzschlusszeichen’ (‘sentence closing marks’). However,
if the term sentence is understood as in syntax, e.g., as a phrase with a finite verb as
its head, it turns out that (e.g., in English) in some cases the marks in question ac-
tually follow what can be considered a sentence (Where are you now?), but in many
other cases they do not. In particular, the marks may follow less than a sentence
(Here!) or more than a sentence (I am bere and you are there.) or they may be inter-
spersed in a sentence (Stop! Being! Stupid!). In order to arrive ata proper analysis of
such data, it is necessary to distinguish between two different structural concepts,
the sentence as a strictly syntactic notion on the one hand and another concept be-
longing to the field of grapholinguistics on the other hand. There are numerous
suggestions how to conceive this other concept. In the approach to be presented,
itis termed written utterance and is considered to be what a writer understandsasa
coherent thought. Itis important that the concepts of sentence and written utter-
ance are completely independent of each other, since they belong to different areas
oflinguistics. A grapholinguistic analysis has to explain the well-formedness con-
ditions of written utterances. In the grapholinguistic model, which serves as the
background for the following analysis, the language system is considered as part of
the writing system, so that in the analysis of written forms all concepts established
for the analysis of the language system can be used. This model provides a specific
answer to the pertinent question of the relationship between written language and
spoken language.

1. On the Term Grapholinguistics

Grapholinguistics is a branch of linguistics that has developed into an
independent field of research over the last 50 years.! The term grapholin-

Martin Neef 0000-0001-6786-3562

TU Braunschweig, Institut fiir Germanistik, Bienroder Weg 80, 38106 Braunschweig,
Germany

E-mail: Martin.Neef@tu-braunschweig.de

1. The reasons why grapholinguistics has long been neglected as a relevant part
of linguistics are explained in Ludwig (1980, p. 324) and Giinther and Giinther (1983,
pp. ix—X); cf. also Neef (2012, p. 215).

Y. Haralambous (Ed.), Grapholinguistics in the 21st Century 2020. Proceedings
Grapholinguistics and Its Applications (ISSN: 2681-8566, e-ISSN: 2534-5192), Vol. 4.
Fluxus Editions, Brest, 2021, pp. 1-24. https://doi.org/10.36824/2020-graf -neef
ISBN: 978-2-9570549-6-1, e-ISBN: 978-2-9570549-8-5



2 Martin Neef

guistics, as I use it, originates from the tradition of the German-speaking
research in this field. Dieter Nerius, the most important founder of
grapholinguistics in Eastern Germany, outlines the general develop-
ment of grapholinguistics in Germany as follows:

die Orthographietheorie [...] hat [...] seit den 70er Jahren einen erheblichen
Wissenszuwachs erfahren. Fiir das Deutsche begann die grundlegend neue
Phase der linguistischen Erforschung der Orthographie Mitte der 70er Jah-
re in der Forschungsgruppe Orthographie des Zentralinstituts fiir Sprach-
wissenschaft an der ehemaligen Akademie der Wissenschaften der DDR in
Berlin und Rostock sowie in der Kommission fiir Rechtschreibfragen am In-
stitut fiir deutsche Sprache in Mannheim. Die hier entstehenden Arbeiten
beschiftigten sich zunidchst vorwiegend mit den theoretischen Grundlagen
einer Reform der deutschen Orthographie, weiteten sich aber bald auf allge-
meine Probleme der Orthographietheorie und Schriftlinguistik aus, die auch
die internationale linguistische Diskussion von Fragen der Schriftlichkeit we-
sentlich beeinflufdten“. (Nerius, 1994, S. 1-2)2

When it became clear that the analysis of written language is more
than the study of orthography, a unifying term was needed to replace
the then prevailing term of ‘Orthographieforschung’ (‘orthography re-
search’). An important two-volume handbook on this topic, edited by
Hartmut Giinther and Otto Ludwig, was published in 1994 and 1996 un-
der the rather unclear title ‘Schrift und Schriftlichkeit’, translated into
English in a hardly appropriate way as ‘Writing and its use’. While other
publications in this series of handbooks bear such catchy names as Mor-
phology or Psycholinguistics, scientific research into written language at that
time still lacked a uniform and at the same time unifying term. It was
not until 19883 that Dieter Nerius first proposed the term ‘Schriftlinguis-
tik’ for this purpose in a published text, namely in an introduction of an
edited volume:

Diese Publikation reiht sich ein in die Vielzahl von Arbeiten, die in jiings-
ter Zeit zu Problemen der geschriebenen Sprache und der Orthographie in

2. "the theory of orthography [...] has [...] experienced a considerable increase in
knowledge since the 1970s. For German, the fundamentally new phase of linguistic re-
search into orthography began in the mid-1970s in the Orthography Research Group
of the Central Institute of Linguistics at the former Academy of Sciences of the GDR
in Berlin and Rostock, and in the Commission for Orthographic Issues at the Insti-
tute for the German Language in Mannheim. The work that emerged here initially
dealt primarily with the theoretical foundations of a reform of German orthography,
but soon expanded to general problems of orthography theory and grapholinguistics,
which also had a significant influence on the international linguistic discussion of
questions of writing.

3. According to Dieter Nerius (1994), his research group began to use this term
around the year 1980. Independently of this tradition, Helmut Gliick (p.c.) coinded
the same term in his 1984 habilitation thesis, published as Gliick (1987, pp. 13, 59))
(cf. Neef, 2020).
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mehreren Lindern erschienen sind. Solche Arbeiten dokumentieren das ak-
tuelle Interesse der internationalen Linguistik an diesem Forschungsgegen-
stand und zeigen, dafd sich hier eine eigenstindige linguistische Teildisziplin,
die Schriftlinguistik oder Grapholinguistik entwickelt hat.“ (Nerius, 1988,
S. 1)4

The term ‘Schriftlinguistik’ then became widespread in German linguis-
tics. Milestones for this were a Festschrift for Dieter Nerius with this
term in the title (Ewald and Sommerfeldt, 1995) and an introductory
book to the respective field of research written by Christa Diirscheid
entitled ‘Einfiihrung in die Schriftlinguistik’, which was first published
in 2002 and is currently available in its fifth edition of 2016.5 In 2004,
Ridiger Weingarten and I began editing a terminological dictionary on
the topic in question as part of a series of dictionaries. The editors of the
series suggested the title ‘Schrift und Schriftlichkeit’ for this book, while
Weingarten and I chose ‘Schriftlinguistik’, with reference to Diirscheid
(2002). The publication of the dictionary began in 2012 in digital form
(Neef, 2012). In 2013, an English translation of the title became neces-
sary. The publisher recommended the title ‘graphemics’, the series ed-
itors suggested ‘writing’, while Weingarten and I, after discussing the
options ‘grammatology’, ‘grammatography’, and ‘graphonomy’, chose
‘grapholinguistics’ as the English equivalent to ‘Schriftlinguistik’, argu-
ing that Nerius, in the above quote from 1988, had suggested as German
terms both ‘Schriftlinguistik’ and ‘Grapholinguistik’, the latter term be-
ing easily translated into English as ‘grapholinguistics’.®

I first used the term grapholinguistics in published form in Neef (2015).
Dimitrios Meletis took up this suggestion in his talk Naturalness of scripts
and writing systems: Prolegomena to a Natural Grapholinguistics, held at the 10th
International Workshop of Writing Systems in May 2016 in Nijmegen (The
Netherlands). A written version of this text was published in the pro-
ceedings of this conference under the title What is natural in writing? Prole-
gomena to a natural grapbolinguistics (Meletis 2018), where he traces the his-
tory of this term (see also Dirscheid and Meletis 2019: 170). According
to him, the

4. This publication is one of the many works on problems of written language and
orthography that have appeared recently in several countries. Such studies document
the current interest of international linguistics in this field of research and show that
an independent linguistic sub-discipline, ‘Schriftlinguistik’ or ‘Grapholinguistik’, has
developed.

5. An English version of this book that Christa Diirscheid co-authors with Dimi-
trios Meletis is in preparation. To my knowledge, the title of this book is still under
discussion.

6. The term ‘Grapho-Linguistics’ was already used earlier in English linguistics to
designate a completely different field of research, cf. Platt (1974; 1977).
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term grapholinguistics refers to ‘the linguistic sub[-]discipline dealing with the
scientific study of all aspects of written language’ (Neef 2015: 711). It is the
equivalent of German Schrifilinguistik, which was first proposed by Nerius &
Augst (1988) and adopted by Dirscheid (2016) for the title of her seminal
textbook. I follow Neef, Sahel & Weingarten (2012ff.) as well as Neef (2015)
in using this term instead of one of numerous alternatives, such as gramma-
tology [...], grapbonomy [...], or writing systems research (the title of a prominent
journal in the field). The term grapholinguistics not only can be aligned with
designations used for other linguistic subdisciplines, such as psycholinguis-
tics and sociolinguistics, but also originated in the long German tradition of
acknowledging and investigating writing in its own right. (Meletis, 2018,
p- 61)

I am pleased that the term grapholinguistics has now even become part
of the name of a book series, the one in which the present text is pub-
lished.

2. Grapholinguistics for German: How to Deal With Official
Rules

The background for the fact that linguists working on German have
been unusually busy with orthography lies in the codification history
of German orthography. Since 1901, there exists a state-regulated, uni-
form, explicitly codified orthography for the German language, that is
binding for all German-speaking countries. Throughout the entire 20th
century, there were efforts to reform this supranational orthographic
regulation. For essential areas of spelling had not yet been explicitly
addressed in 1901, including punctuation. The first reform took place
in 1996 (effective since 1998), followed by a further reform in 2005 (cf.,
e.g., Johnson, 2005). In the run-up to these reforms, German linguistics
finally recognized the relevance of research on written language.
Unlike many other languages, written German thus has a codified
standard. However, this codification has its problems, and this is ex-
actly what grapholinguists are concerned with. Typically, the standard
is criticized in two different ways: On the one hand, certain codified
spellings are considered unsystematic from a certain theoretical per-
spective and are therefore made the subject of a proposal for amend-
ment. A suitable example is the change in spelling of words with the
letter <3> to <ss> when following a letter for a ‘short’ vowel, which was
the most visible change of the 1996 reform. On the other hand, the of-
ficial rules can be considered incomplete, vague, or contradictory. An
example is word division at the end of lines, for which there are three
different levels of codification in the official rules, a ‘rule of thumb’, a set
of explicit rules, and an individual provision in the dictionary entries of
each single word. These three levels are incompatible with each other.
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In Neef (2008), I analyzed this issue in the context of a specific theory
and made suggestions on how to reconcile the set of explicit rules with
the individual cases, without giving an impetus to change the latter.
Punctuation can be studied in the same way. In the following, I will
concentrate on the question how the distribution of the so-called ‘sen-
tence closing marks’ can be explained. I will look at attempts to solve
this problem for the English and the German writing systems. After out-
lining a specific grapholinguistic theory, I will then analyze the current
topic within this theory by introducing the unit of written utterance.

3. What Is It That Ends With a Full Stop?

The set of sentence closing marks is generally considered to consist of
at least the full stop, the exclamation mark, and the question mark. The
full stop can be regarded as prototypical for these elements. An answer
to the linguistic task of analyzing the distribution of this mark could be
that the full stop is used to close a specific unit. Once this unit is defined,
the question is solved. So, the research question is: What is it that ends
with a full stop? The answer to this question could be language-specific
or it could apply to many different writing systems, especially those that
have the three elements in question.

Starting with the English writing system, a definition of the respec-
tive unit might be found in monographs on this writing system. Cook
(2004) is a relevant example. He gives the obvious answer by stating
that it is the sentence that ends with a full stop. Interestingly, he uses
two different concepts of ‘sentence’, one for ‘spoken language’ and one
for ‘written language’. According to Cook (ibid., p. 42), a sentence as
a unit of spoken language is “grammatically complete and can stand by
itself,” while a sentence as a unit of written language “is anything that
starts with a capital letter and ends with a full stop”. The following
examples in (1) are sentences that Cook uses to illustrate his concept,
while the examples in (2) are cases that are obviously not sentences in
the sense of the given definition:

(1)  Sentences according to Cook (ibid., p. 42)
a. Come in.
b. Green.
c. In the morning.
(2)  Non-sentences according to the definition of Cook (ibid., p. 42)
a. You are mad!
b. Who are you?
c. Comein
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The sentences in (1) are special in that they constitute ‘verbless sen-
tences’ or ‘non-clausal units’. Nevertheless, they count as sentences for
Cook. The first two examples in (2) may actually be unproblematic for
Cook in so far as the definition given should be extended to exclamation
marks and question marks, thus to the set of sentence closing marks in
general. At least this is how I would like to interpret Cook’s explana-
tions. More problematic is example (2c) which cannot count as a sen-
tence for Cook, because it does not end with a sentence closing mark.

The central problem with Cook’s definition is that it answers the cur-
rent question circularly: What is it that ends with a full stop? It is the
sentence, and a sentence is defined as a unit that ends with a full stop.
In other words, this approach does not allow to give rules when to use a
sentence closing mark. At the same time, this approach does not provide
a basis for the concept of an error in the use of sentence closing marks.
If such a mark is used (and the initial letter of the unit is a capital one),
we have a sentence. Thus, the written form <I. Want. To. Go. Home.>
would count as a sequence of five sentences. In general, the relation be-
tween the two concepts of sentence remains unclear. It only seems to
be that senfence is the designation of two terms in English, which are in
a relationship of homonymy.

A more refined approach is presented in Nunberg (1990) who dis-
tinguishes between the concepts ‘lexical sentence’ and ‘text sentence’.
According to him, lexical sentences are traditionally defined in

any of three ways: either syntactically (as a group of words ‘that contains a
subject and a predicate’); or prosodically (as a group of words ‘that can be
uttered by itself’ or ‘that can be followed by a pause’); or semantically (as a
group of words ‘that expresses a proposition’ or ‘that conveys a statement,
question, command, or explanation’ or ‘that expresses a complete thought’).
[...] But none of them deals with what we will call a ‘text-sentence’. (ibid.,
pp- 21-22)

From this quote, it is clear that the definitions given for the lexical sen-
tence do not apply to the text sentence. What a text sentence actually is,
however, remains rather vague. Nunberg does not give a real definition,
but only a structural characterization: “A text sentence consists of a sin-
gle text-clause, or of two or more text-clauses” (ibid., pp. 25-26). The
concept of text-sentence, thus, depends on the concept of text-clause.
For the latter term, however, Nunberg (ibid., p. 26) states: “It is at the
level of text-clause structure that complications begin to set in”. I do not
want to discuss such complications here. In any case, it is helpful to dis-
tinguish the concepts of lexical sentence and text sentence. However, in
order to have categories that enable the analysis of linguistic data, clear
and straightforward definitions of both these units would be necessary.
Moreover, if both terms have the word sentence as a part, they should also
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have something in common. At best, there is a clear structural relation-
ship between lexical sentences and text sentences.

The situation in German linguistics is comparable. The official
guidelines ([Deutsche Rechtschreibung], 2018) distinguish between the
syntactic term Safz (‘sentence’) and the grapholinguistic term Ganzsatz
(‘whole sentence’).” The latter term, however, is only defined via exam-
ples. The following list of these examples is comprehensive; the Eng-
lish translations (in some cases literal ones (marked by *), to show the
structure of the German example) indicate that the concept of Ganzsatz
resembles both Cook’s ‘sentence’ and Nunberg’s ‘text sentence’:

(3)  Examples for the unit ‘Ganzsatz’ (ibid., p. 74)
Gestern hat es geregnet. Yesterday, it rained.
Du kommst bitte morgen! Please come tomorrow!

Hat er das wirklich gesagt?

Im Hausflur war es still, ich driickte
erwartungsvoll auf die Klingel.

Ich hoffe, dass wir uns bald wieder-
sehen.

Meine Freundin hatte den Zug ver-
siumt; deshalb kam sie eine hal-
be Stunde zu spit.

Niemand kannte ihn.

Auch der Gartner nicht.

Bitte die Tiren schliefen und Vor-
sicht bei der Abfahrt des Zuges!

Ob er heute kommt?

Nein, morgen.

Did he really say that?

It was quiet in the hallway, I press-
ed the bell expectantly.

I hope to see you again soon.

My friend had missed the train;
that’s why she was half an hour
late.

Nobody knew him.

Not even the gardener.

*Please to close the doors and atten-
tion when the train leaves!

*If he will come today?

No, tomorrow.

Warum nicht? Why not?
Gute Reise! *Good trip!
Hilfe! Help!

The Ganzsatz seems to be defined here basically as a grapholinguistic unit
that begins with a capital letter and ends with a sentence closing mark.
Such a definition is explicitly given (for the corresponding unit graphe-
matic sentence), e.g., in Schmidt (2016, p. 237), similar to Cook’s definition
quoted above.

From this brief look at linguistic texts that deal with punctuation, I
conclude that the unit that ends with a full stop in written language (at
least in English and German, but probably in many other writing sys-
tems as well) is different from a syntactic unit, whether it is called sen-
tence, lexical sentence, or clause. If there is a close correspondence be-

7. The term Gangzsatz was coined by Admoni (1968, p. 150) and is regarded there
a syntactic unit. Baudusch (1980, p. 217) adopts this term for the analysis of punctu-
ation, but nevertheless treats it as a syntactic unit. The definitions given by Admoni
and Baudusch, in contrast to the concept of [Deutsche Rechtschreibung] (2018), seem
to capture only examples that at least contain a verb.
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tween the two different concepts, they should have similar names; oth-
erwise, they should be clearly distinguishable from each other in terms
of expression.

Apart from questions of expression, explicit definitions for all rele-
vant terms are necessary to allow for a sound linguistic analysis. Defi-
nitions of terms belong to theories and are therefore theory-specific. At
the same time, definitions are language-universal. Once a concept X is
defined, the task of the linguist is to formulate the conditions of well-
formedness (via rules, constraints, or the like) of instances of X. Such
conditions are in principle language-specific. In this way, grammatical
instances of X are distinguished from ungrammatical ones. Grammati-
cal instances of X obey all conditions of well-formedness that apply to
X in a specific language, whereas an ungrammatical instance violates at
least one such condition.

If a theory aims at explaining under which conditions a ‘sentence
closing mark’ can be used, the definitions of the terms used in this ex-
planation must not contain the feature ‘sentence closing mark’. In par-
ticular, a sentence must not be defined as a unit ending with a sentence
closing mark. Otherwise, the explanation would be circular. In the next
paragraph, I sketch a theory that allows to formulate an analysis which
meets these requirements, based on the conviction that explanations are
only possible within specific theories.

4. A Theory for Writing Systems Research

Linguistic theories differ in the way they understand language as their
object of investigation. According to Katz (1981), three different con-
cepts of language can be identified in linguistic theories: The first is the
use of language, i.e., the use that individuals make of certain languages.
Use of language is an empirical object, to be investigated with empirical
methods. When grapholinguists discuss the relationship between spo-
ken and written language, the discussion is usually at the level of lan-
guage use. Secondly, if individuals are able to use language, they must
have as a prerequisite knowledge of language. Knowledge of language,
i.e., the knowledge that individuals have about certain languages, is a
mental object that can be explored using mental methods such as those
used in psycholinguistics. When grapholinguists emphasize the degree
of learnability of theoretical proposals as the main criterion for evalu-
ating the quality of a theory, they argue at the level of knowledge of
language. The decisive argument for Katz is that, thirdly, knowledge
of language presupposes that the known object has its own theoretical
status. The concept of knowledge of language thus presupposes that
language has an existence outside of this knowledge. In this sense, lan-
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guage is an abstract object. Theoretical linguistics reconstructs these
objects as systems and thus explains them.

Approaches that understand languages as abstract objects form the
paradigm of Linguistic Realism (cf., e.g., Neef, 2018). Based on the gen-
uinely linguistic task of modeling languages as systems, the investiga-
tion of knowledge of language and language use becomes possible in an
interdisciplinary way. However, a number of linguists consider knowl-
edge of language to be the central object of linguistics (they equate lan-
guage with knowledge of language). Such approaches form the para-
digm of Conceptualism (Generative Linguistics belongs to this field).
Still other linguists regard the use of language as the central concept
of linguistics (they equate language with use of language). Such ap-
proaches form the paradigm of Nominalism. I think that it is essential
for linguistic theories to make explicit the respective concept of lan-
guage. My own work falls, naturally, under the paradigm of Linguistic
Realism.

One of the shared assumptions of all linguistic paradigms is that lan-
guages have both regular and irregular data, a characteristic that makes
linguistics a peculiar science. This assumption demands a model of
the language system for these two types of data. Following Bloomfield
(1933), it is a common conception to distinguish within the model a
grammar as the module for treating regular data from a lexicon as the
module for treating irregular data. Within grammar, regularities are
typically divided among the sub-modules phonology, morphology, syn-
tax, and semantics (cf,, e.g., Neef, 2018, p. 188).

A central question for grapholinguistic theories that focus on aspects
of the system is “‘What is the relationship of the language system to the
writing system?’ (as a specification of the more pre-theoretical question
of the relationship of spoken language and written language). To my
knowledge, at least four different answers to this question have been
given (in different linguistic paradigms, though):

(4)  What is the relationship between the language system and the writing system?

a. The writing system is part of grammar (e.g., Eisenberg, 1983;
2013)

b. The writing system is part of the language system (e.g., Bier-
wisch, 1972, Wiese, 1987)%

c. Language system and writing system stand side by side on the
same level (e.g., Neef, 2005, p. 5)

d. The language system is part of the writing system (e.g., Neef,
2012, p. 217)
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The basic idea of assumption (4d) is: Typically, a writing system is a
system for a specific language system. While a language system can exist
without a writing system, a writing system is regularly linked to a given
language system. Consequently, a writing system depends on a given
language system. For the writing system, the language system counts
as given information to which it has access. The constituting part of a
writing system is a set of units (characters) which correspond to units
of the language system. The module of the writing system model that
deals with this aspect is what I call ‘graphematics’. In addition, natural
writing systems typically (but not necessarily) contain another mod-
ule, ‘systematic orthography’, which deals with the correct spelling of
grapholinguistic units. This also includes the field of punctuation. The
following diagram depicts the general conception of the Modular Theory
of Writing Systems (cf. Neef, 2015, p. 718).

(5)  Model of the writing system

writing system

language system graphematics

systematic
orthography

5. Distinguishing the Written Utterance From the Sentence

In a theory of the writing system that takes information of the language
system as given information, it is the theory of the language system
that provides definitions of terms that are relevant for the analysis of
language systems. These terms are readily available for the analysis of
writing systems. Syntax theory could provide a definition of the sen-
tence like the following:

(6)  Definition of the syntactic unit sentence
A sentence is a phrase with a finite verb as its head.

8. This is my interpretation of these approaches, which belong to the framework
of Generative Linguistics. The authors themselves would possibly choose other in-
terpretations.
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Such a formal definition is used by various theories of syntax in one way
or another. The definition in its current form is not entirely precise,
since the terms phrase, finite verb, and head need their own definitions.
For the term finite verb, this is less problematic, but for the other two
terms it is a problem. What a more precise definition would need to
clarify is where the boundaries of a sentence lie: A sentence consists
of at least a finite verb, but what other elements could be within the
same phrase? For present purposes, I consider the definition sufficient.
An analysis of syntax must also give conditions to determine the well-
formedness of sentences in specific languages. With respect to English,
the following examples represent two grammatical sentences:

(7)  Two grammatical sentences of English
a. YOU SAY YOU WANT A REVOLUTION
b. WE ALL WANT TO CHANGE THE WORLD

Since sentences are abstract objects, tokens are needed to represent sen-
tences and to enable communication about them. The continuous cap-
ital spelling in (7) shall indicate that here not the written form, but the
abstract unit sentence is represented. Both sentences are complex in
that they contain either a further sentence as in (7a) (YOU WANT A
REVOLUTION) or an infinitive construction as in (7b) (TO CHANGE
THE WORLD). By definition (6), an infinitive construction is not a sen-
tence but a unit of a different kind.

An analysis of written language then shows that syntactic units occur
in written forms. The following examples are again tokens of abstract
objects, this time of written objects. I render them in standard orthog-

raphy.

(8)  Syntactic units in written English
a. You want a revolution.
b. You say you want a revolution.
c. All the leaves are brown.
d. All the leaves are brown and the sky is grey.

Assuming that all the units in (8) are well-formed with respect to the
English writing system, it can be seen that a sentence in written form
sometimes starts with an uppercase letter like the sentence YOU WANT
A REVOLUTION in (8a) and sometimes it starts with a lowercase let-
ter like the same sentence in (8b). In addition, sometimes a sentence
ends with a sentence closing mark like the sentence ALL THE LEAVES
ARE BROWN in (8c) and sometimes it does not like the same sentence
in (8d). A grapholinguistic task is to determine the distribution of up-
percase and lowercase letters as well as the distribution of sentence clos-
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ing marks. From the discussed data it is clear that the syntactic unit
sentence is not decisive for this purpose. In order to explain the distrib-
ution of uppercase letters and sentence closing marks based on a specific
unit or domain, the definition of this unit has to be independent of the
features requiring explanation.

What is needed is a strictly grapholinguistic unit, which is in prin-
ciple independent of the syntactic unit sentence. Next, I consider the
ontological status of this unit, which is to be captured in a definition.
Given that in earlier approaches, the designation sentence was often used
to denote a concept that belongs in the first place to written language
(and given that the lay concept of sentence is closely connected to writ-
ten forms), it seems promising to consider such definitions as a starting
point. Nunberg (1990, pp. 21-22) in the above quote offers three types
of definitions of the sentence, namely syntactic, prosodic, and seman-
tic ones. Among the ‘semantic’ definitions, the definition as ‘a group
of words that conveys a statement, question, command, or explanation’
is interesting because there is a clear correlation between the sentence
closing marks exclamation mark and question mark and the concepts of
command and question, respectively. Usually, such concepts are con-
sidered pragmatic ones and they are connected to the concept of speech
acts in the sense of Austin (1962) and Searle (1969). A core unit of
pragmatics is the utterance. It seems natural to relate the grapholin-
guistic unit under consideration to this pragmatic concept of utter-
ance. Engel (1991, p. 33), e.g., states that texts consist of utterances.
Therefore, I term this grapholinguistic unit ‘written utterance’ (German
‘Schreibduerung’).’

Another definition Nunberg (1990, p. 22) lists is that a sentence
as a group of words ‘expresses a complete thought’. This is akin to
Baudusch’s definition of ‘Ganzsatz’ in Baudusch (1981, p. 210): “Als
grofdte syntaktische Einheit des Sprachsystems stellt der Ganzsatz eine
Bedeutungseinheit innerhalb eines gréfderen Gedankenzusammenhangs
dar”.!® I think this is an appropriate base to give a definition of the writ-
ten utterance as a genuine grapholinguistic unit related to the pragmatic
unit of utterance:

(9)  Definition of grapholinguistic unit written utterance
A written utterance is a grapholinguistic unit that is constituted
by comprising what can be regarded as a coherent thought.

9. Related terms are ‘written act’ (‘Schreibakt’; Stetter, 1989) and the classical term
‘period’ (cf. Rinas, 2017).
10. “As the largest syntactic unit of the language system, the Ganzsatz represents a
unit of meaning within a larger context of thought”.
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The writer has a certain flexibility what to conceive as a coherent
thought, although he is not completely free. Some writers prefer simple
thoughts, other prefer complex ones. Examples to illustrate this idea fol-
low in the next paragraph, where there are also examples showing that
a coherent thought does not necessarily have to be a complete thought.

6. Well-Formedness Conditions of the Written Utterance
in Selected Languages

Based on the definition of the written utterance, the task of grapholin-
guistics is to capture the well-formedness conditions of this unit in spe-
cific writing systems. In principle, linguistic theories can be applied
to all languages. A sound theory is characterized by the use of a set of
terms with explicit definitions. This set of terms allows the analysis of
data from different languages. The differences between languages are
thus not rooted in the terms used for an analysis but in the analyses
themselves. The unit written utterance, for example, is defined in the
present context of the Modular Theory of Writing Systems in the way
given in (9). In this section, I will begin with two well-formedness con-
ditions of written utterances which hold in the writing system of English
and certainly also in a large number of other writing systems. English—
in contrast to German—does not have a codified norm of orthography
and consequently no codified norm for punctuation. Nevertheless, there
is a standard of punctuation holding for the English orthography, al-
though “the use of punctuation is not nearly so standardized as spelling”
(Rogers, 2005, p. 15).

6.1. Condition on Letters As Initial Elements

(10) Condition 1 1Ifthe first element of a written utterance (not includ-
ing opening brackets and opening quotation marks)
is a letter, it must be an uppercase letter.

This is a condition of well-formedness and not a rule to transform a
given input into a different output. This formal characteristic is consis-
tent with the declarative conception of Systematic Orthography as part
of the Modular Theory of Writing Systems. With respect to Condition 1,
it is irrelevant whether the first word of a written utterance regularly
begins with an uppercase letter (as is the case for proper names, for ex-
ample) or not. A violation of this condition leads to an orthographic
error. In this sense, the conditions formulated in the present theory
(unlike in Optimality Theory) are conceived as being inviolable. This
allows a clear distinction between correct (well-formed) data and false
(ill-formed) data. The unit addressed by Condition 1 is the letter and
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not the grapheme, because a spelling of a written utterance in English
as <THe book is green.> with the supposed complex grapheme <th>
written in uppercase would be wrong. The formulation of Condition 1
assumes that the regular appearance of a letter is in the form of its low-
ercase variant. Well-formedness conditions have to capture when the
uppercase variant (as the marked form of a letter) is to be used instead.

An alternative way to formulate Condition 1 would be to state that
exactly the first letter of a written utterance has to be an uppercase
one. However, this alternative would be empirically inadequate because
written utterances may well begin with a series of uppercase letters un-
der certain circumstances, e.g., if the first word is an abbreviation (<USA
and Canada are comparable in price.>) or if uppercase letters are used
throughout.

In contrast to the works cited in paragraph 3, the need for a specific
type of initial letter is not part of the definition of the unit written ut-
terance, but part of its well-formedness conditions. It is therefore to be
expected that there are writing systems to which this condition does not
apply, although the unit written utterance does play a role. In fact, it is
likely that writing systems which are not based on a dual alphabet (like
the Roman script) have different kinds of well-formedness conditions in
this respect. The Arabic script, for example, has up to four different let-
ter forms (isolated, final, medial, initial; cf. Rogers, 2005, p. 136). Since
there is no concept of uppercase letter in this script, Condition 1 can-
not hold for written utterances in writing systems based on the Arabic
script (but a modified version could). The Chinese script, on the other
hand, does not have different letter forms in the present sense, so that
there can be no analogue of Condition 1 for writing systems based on
the Chinese script. Whether the written utterance is a useful category
of analysis for such writing systems is a question to be dealt with inde-
pendently.

Furthermore, Condition 1 gives a statement for the first letter of a
written utterance but it does not determine that the first element of a
written utterance has to be a letter. In front of the first letter, there could
be a word punctuation sign like an apostrophe or a quotation mark (cf.,
e.g., Schmidt, 2016, p. 240).

(11)  Written utterances with initial elements other than letters
a. [T]hat pale-face is my friend.
‘Hope’ is a positive word.
b. ...und gab keine Antwort. ‘... and did not answer.’
’s ist schade um sie. ‘’s a pity for them.’
52 volle Wochen hat das Jahr. ‘52 full weeks is the year.’

The examples in (11a) show that written utterances beginning with the
opening part of a punctuation mark that constitutes a symmetrical pair
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behave as if this element was not present (cf. ibid., p. 240). The examples
in (11b) from [Deutsche Rechtschreibung] (2018, p. 56) show that some-
times the first element of a written utterance is neither a letter nor the
opening part of a symmetric punctuation mark; in such cases, the first
letter of the written utterance is not subject to Condition 1 (as specified
in the formulation of this condition). These examples prove that Cook’s
definition of the crucial unit as “anything that starts with a capital let-
ter” (Cook, 2004, p. 42) is inadequate. The second part of this definition,
which concerns the final element of a ‘sentence’, is also inadequate, as
the following section will show.

6.2. Condition on the Final Element

The property in question can be easily translated into a condition of
well-formedness for written utterances in the following way:

(12) Condition 2 The final element of a written utterance has to be an
end punctuation mark.

So far, I have used the traditional term ‘sentence closing mark’ to denote
the set of elements full stop, exclamation mark, and question mark. Now
this term turns out to be inappropriate, because it is not the unit sen-
tence that is closed by these elements. Therefore, I use the alternative
term ‘end punctuation mark’.!! For the purpose of Condition 2, the term
‘end punctuation mark’ has to be defined. As the set of elements which
fall under this term is finite and, moreover, relatively small, an enumer-
ating definition is possible. I have used this kind of definition already
above. Regarding the full stop, however, some refinements are to be
made. This term connects an element of a certain form with a certain
function. The form is called dot (or point), the function is that of end-
ing a ‘sentence’, thus a written utterance. The dot, however, also occurs
in other functions. Of particular interest is the dot as an abbreviation
marker and as a decimal point, respectively. If such a sign is the final
one in a written utterance, its presence is sufficient to fulfil Condition 2
above.

(13)  Written utterances with a final dot with a specific function
a. She knows the rules for periods, commas, semicolons, etc.
b. He knows Queen Elizabeth II.

Therefore, it is better to include the dot in the set of end punctuation
marks, with the full stop being only one of the possible functions of this
element. Furthermore, a written utterance can have three dots indicat-

11. In German, the respective term is Schlusszeichen, replacing Satzschlusszeichen.
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ing an ellipsis after its last letter. In some standards of English punc-
tuation, these three dots are sufficient to end a written utterance with,
while others require the addition of a fourth dot. From the formulation
of Condition 2, three dots would be sufficient, since the final element
is then a dot, as required. This explicitly holds true for the German or-
thography (cf. [Deutsche Rechtschreibung], 2018, p. 101). The following
determination of the set of end punctuation marks is valid for English
and German, but also for many other orthographic systems:

(14)  Set of end punctuation marks (for English and German)
dot
exclamation mark
question mark

All these punctuation marks can also occur within written utterances.
This is theoretically unproblematic as long as the written utterance is not
defined by the presence of specific punctuation marks, as in the approach
presented here. For a complete analysis of a punctuation system, the valid
conditions must be formulated for each individual punctuation mark.

Orthographic systems have conditions regarding the number of end
punctuation marks allowed in a row. In German, for example, in stan-
dard orthography only one exclamation or question mark in a row is
allowed. In non-standard varieties like in comics or in internet com-
munication, this condition is not valid. In any case, the condition on
the number of punctuation marks in a row is independent of the unit
written utterance.

For standard orthography, a distinction between two modes to writ-
ing is relevant, text mode and list mode (Bredel 2008: 32-34). Condi-
tion 2 applies in text mode but not in list mode. The regular mode of
writing is text mode, while list mode has special functions. List modal
writing pertains to lists, headings, and tables, for example. The title of
this paper is conceived by me as its writer as a written utterance. There-
fore, it begins with an uppercase letter. But it does not end with an end
punctuation mark because it belongs to list mode.

For quoted written utterances, a further note is required. The fol-
lowing examples show that there are differences between the use of the
dot compared to that of the exclamation and the question mark. In ad-
dition, there are differences between English and German that do not
only concern to the form of quotation marks.

(15)  Quoted written utterances

English German
a. He said: “The book is green.” Er sagte: ,Das Buch ist griin.”
b. “The book is green,” he said. »,Das Buch ist griin®, sagte er.
c. “The book is green!” he cried. »Das Buch ist griin!“, schrie er.
d. “The book is green?” he asked. ,Das Buch ist griin?“, fragte er.
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The examples in (15b) shows that under certain circumstances, a written
utterance does not have to not end with an end punctuation mark. I
do not want to go into further details here and merely note that there
seem to be different standards for English regarding the use of quotation
marks. To a certain extent, the data in (15) fall within the scope of the
formulation of comma conditions.

6.3. Condition for Written Utterances Ending With an Exclamation
Mark or Question Mark

Writing systems based on the Roman script can use special punctuation
marks that are not widely used among such systems. One example is
Spanish (cf. Meisenburg, 1996, p. 1440). Written utterances that do not
end with a dot but with an exclamation mark or question mark must
contain an inverted exclamation mark or inverted question mark as the
first element.

(16)  Written utterances with final exclamation or question marks in Spanish
a. (Ellibro es verde? ‘Is the book green?’
b. iEllibro es verde! “The book is green!’

A motivation for the introduction of these punctuation marks was that
utterances of different function (declarative, exclamation, question) can
have the same wording. This property, however, is not sufficient to re-
quire such punctuation marks because other languages with the same
properties (e.g., German) do not use these punctuation marks. The
following Condition X tries to capture the regularities for Spanish, al-
though on closer examination it might turn out that the conditions are
more complex.

(17)  Condition X 1f the final element of a written utterance is an excla-
mation or question mark, the first element has to be
an inverted exclamation or question mark, respec-
tively.

Due to the formulation of the conditions, this condition does not con-
flict with Condition 1 in (10). While Conditions 1 and 2 cover a wide
range of orthographic systems, Condition X seems to apply to only one
orthographic system, namely Spanish.

6.4. Condition on Sentences in Written Utterances

Sequences of sentences can in principle be conceived either as a single
written utterance or as different written utterances. This corresponds to
the definition of a written utterance as what is generally thought to be a
coherent thought. The following German examples from the [Deutsche
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Rechtschreibung] (2018, p. 75) are intended to indicate that different
punctuation marks are possible between sentences, leading to more or
less minor differences in meaning (Nunberg, 1990, p. 13 discusses similar
examples for English).

(18)  Different written constructions of sequences of sentences
a. Im Hausflur war es still. Ich driickte erwartungsvoll auf die Klingel.
“The hallway was quiet. I pressed the bell expectantly.’
b. Im Hausflur war es still, ich driickte erwartungsvoll auf die Klingel.
‘It was quiet in the hallway, I pressed the bell expectantly.’
c. Im Hausflur war es still; ich driickte erwartungsvoll auf die Klingel.
‘It was quiet in the hallway; I pressed the bell expectantly.’

On the other hand, a single sentence may be divided among different
written utterances. For such a constellation, I will propose a further
condition of well-formedness for written utterances that applies to se-
quences of written utterances. This condition goes beyond the scope
of traditional definitions of (written) sentences and refers to the formal
relationship between the syntactic unit sentence and the grapholinguis-
tic unit written utterance. Such a condition will hardly be considered
in approaches that do not distinguish between these two types of units
but rather combine them into a broad concept of ‘sentence’. The formu-
lation of the following condition is only tentative; detailed studies are
necessary to obtain a clearer picture of the regularities. I formulate this
condition with regard to the writing systems of English and German,
but its scope is certainly broader.

(19) Condition 3 1f a sentence is divided over more than one writ-
ten utterance, the first of the written utterances con-
cerned must contain a construction which has the
status of a well-formed sentence.

In the regular case, a sentence is not divided among successive writ-
ten utterances. Gallmann (1985, p. 44) for German and Nunberg (1990,
p- 22) for English give examples that contradict this regularity in a way
that is covered by Condition 3. Coincidentally, all the examples seem to
come from car advertising.

(20)  Examples illustrating Condition 3
a. Er lduft. Und lduft. Und lduft.
‘It is running. And running. And running.’
Er lauft. Weil er einen starken Motor hat.
‘It is running. Because it has a strong engine.’
b. The L9000 delivers everything you wanted in a luxury
sedan. With more power. At a price you can afford.
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Nunberg (ibid., p. 22) takes example (20b) as evidence that a written
utterance (‘text-sentence’ in his terms) “need not be a lexical [= syn-
tactic] sentence in its own right, notwithstanding the fulminations of
schoolroom grammarians”. This observation applies to German as well.
But according to Condition 3, writers are not free to divide a sentence
among several written utterances at will. If the first of the written utter-
ances in question does not contain a well-formed sentence, the written
construction is questionable, as illustrated by the following construed
examples:

(21)  Sequences of written utterances violating Condition 3
a. I watch. The children play.
b. The. Book. Is. Green.

In itself, the written form <The children play.> in (21a) is a perfect writ-
ten utterance. It becomes an error if it is meant to be part of a sentence,
the rest of that sentence being realized in a preceding written utterance
that contains another part of the same sentence which in itself is not a
well-formed sentence. The same is true for the four written utterances
in (21b), although it may be more difficult to imagine contexts in which
they might occur; cases at issue could be answers to appropriate ques-
tions. Looking at Cook’s (2004, p. 42) definition of sentence, (21) could
only be said to be sequences of two or four ‘sentences’, since all forms at
issue begin with an uppercase letter and end with a ‘full stop’. I do not
see any possibility to describe the flawedness of these written examples
within Cook’s approach.

However, examples like the ones
in (21) can still be found in lan-
guage use. A particularly nice ex-
ample is a quote from Suvarna Ba-
heti, posted on November 26, 2017
on www.yourquote.in.
Grammatically, the quote con-
sists of only one sentence. Grapho-
linguistically, it is conceived as a se-
quence of four written utterances,
each beginning with an uppercase
letter and ends with a dot (two of
them also have three ellipsis dots at
the end before the final dot). The
first of the written utterances does
not contain a grammatical sentence. Thus, the written utterances obey
Conditions 1 and 2, but the sequence of written utterances violates Con-
dition 3.
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However, instead of discarding Condition 3 in the face of examples
such as Baheti’s poem, I will consider the scope of orthographic condi-
tions in general. In the German-speaking countries, the official rules are
only binding in certain areas:

Das folgende amtliche Regelwerk, mit einem Regelteil und einem Worter-
verzeichnis, regelt die Rechtschreibung innerhalb derjenigen Institutionen
(Schule, Verwaltung), fiir die der Staat Regelungskompetenz hinsichtlich der
Rechtschreibung hat. Dariiber hinaus hat es zur Sicherung einer einheitli-
chen Rechtschreibung Vorbildcharakter fiir alle, die sich an einer allgemein
giiltigen Rechtschreibung orientieren méchten (das heifdt Firmen, speziell
Druckereien, Verlage, Redaktionen — aber auch Privatpersonen). ([Deutsche
Rechtschreibung], 2018, S. 7)12

This means that there are areas of language use for which the official
rules of the German orthography are not binding. In particular, a writer
may do anything he likes in private correspondence with regard to or-
thography. A limiting factor may be that he wants to be understood by a
potential reader. Other relevant areas are advertising and works of art,
areas where playing with language and playing with rules of orthogra-
phy has its own value. With regard to languages that do not have an
explicitly codified norm of spelling, the implicit norm is consequently
more reliably derived from administrative text than, for example, from
poems.

Therefore, I maintain that Condition 3 applies to writing systems
such as English and German, but the standard writing system does
not have authority in a number of areas of written language use. Au-
tonomous sub-systems may develop among certain communities as in
chat communication. Such non-standard systems deserve linguistic
analysis, but they should not be equated with standard orthography.

7. Conclusion

When the question is asked: “What is it that ends with a full stop?”
the scientific answer from grapholinguistics is not: “A sentence.” The
term sentence should be reserved for a structural unit in syntax, while the
unit in question is an original grapholinguistic one. It is essential to
distinguish between these two units, as has occasionally been done in
grapholinguistic research before in one way or another. Since this unit

12. “The following official set of rules, with a rule section and a dictionary, regu-
lates spelling within those institutions (school, administration) for which the state
has regulatory competence with regard to spelling. Furthermore, in order to ensu-
re a uniform spelling, it serves as a model for all those who wish to orient themselves
towards a generally valid spelling (i.e., companies, especially printers, publishers, edi-
torial offices—but also private individuals).”
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is more closely related to the utterance as a pragmatic unit than to the
sentence as a syntactic unit, it should not bear the designation sentence
in its name but the designation u#ferance. In the present paper, I propose
the designation written utterance. A written utterance is a grapholinguis-
tic unit which is constituted by comprising what can be conceived as
a coherent thought. The writer has a certain freedom in what he con-
siders a coherent thought, but there are limitations. If a sequence of
two sentences is conceived as one coherent thought, this sequence can
sometimes be interpreted differently than if it were conceived as two
different coherent thoughts.

If the written utterance is defined in this way, different writing sys-
tems can be analyzed in terms of the well-formedness conditions that
apply to them. For the writing systems of English and German, the re-
spective conditions require that the first element (disregarding brack-
ets and quotation marks), if it is a letter, has to be an uppercase letter
and the final element an end punctuation mark. Thus, in the present
conception these properties are treated as well-formedness conditions,
while other approaches typically consider them as defining features (of
concepts termed, e.g., fext sentence or Ganzsatz). These different concep-
tions have significant consequences for ‘errors’. If a written utterance,
as defined here, immediately begins with a lowercase letter, it is charac-
terized by a spelling error. If, on the other hand, one takes the feature of
the initial uppercase letter as a defining criterion, everything that does
not begin with an uppercase letter does not fall under the term in ques-
tion. With such an approach, it would be inadequate to mark a supposed
‘text sentence’ beginning with a lowercase letter as misspelled, because
the unit in question would not even meet the defining criteria of a text
sentence.

Different writing system can have different well-formedness condi-
tions for written utterances. Spanish is a case in question because it
has a special condition for such written utterances that end with an
exclamation mark or question mark. In addition, English and Ger-
man have slight differences with respect to quoted written utterances.
Based on definitions such as that of the written utterance in (9), a con-
trastive analysis of writing systems is feasible. Defined terms form the
core of a theory, which must be kept constant for the analyses. Differ-
ences among writing systems can then be revealed in terms of the well-
formedness conditions. Furthermore, the concept of the written utter-
ance provides a frame for the analysis of conditions for other punctua-
tion marks. In Neef (2020), I analyze the comma in the German writing
system by using the concept of written utterance.’

13. The text was made with the help of DeepL, which is gratefully acknowledged.
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What Is a Written Word?
And if So, How Many?

Martin Evertz-Rittich

Abstract. The linguistic unit word seems to be an intuitive notion for language
users. However, linguists have failed so far to provide a uniform definition of
that unit. Instead, there are definitions pertaining to different subsystems of
language. In this paper, we will discuss how we can define the unit word in
writing. We will start by examining definitions of the graphematic word in al-
phabetical writing systems such as German and English. We will then discuss
how the written word relates to other suprasegmental units in writing systems,
such as the syllable and the foot, and to which spoken unit or units a written
word corresponds to. Finally, we will show that the discussed definitions of the
graphematic word are not employable universally since in alphabetical writing
systems definitions of the graphematic word pertain to interword spacing. By
examining the Chinese and Japanese writing systems as examples, we will try
to explain why these writing systems do not mark words by spaces and discuss
whether there are graphematic words in these writing systems. Based on these
considerations we will provide a tentative universal definition of graphematic
words.

1. Introduction

Although the notion word seems to be an intuitive unit for language
users—it might even be “the most basic of all linguistic units” (Taylor,
2015, p. 1)—it is a notoriously elusive concept in linguistics. This is due
to the various criteria of wordhood in each linguistic subsystem, which
often contradict each other. For instance, a phonological word, which
(among other criteria) must exhibit exactly one primary stress, is not the
same as a syntactic word, which (among other criteria) is moveable in a
sentence (cf. fish and chips are three syntactical words but two phonolog-
ical ones {fish and}{chips} with an unstressed and, cf. ibid., p. 7). More-
over, the criteria to identify a word in most subsystems of language are
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often quite subtle and sometimes not even unambiguous (cf., e.g., the
criteria for wordhood in semantics).

When it comes to the written word, however, things seem to be quite
easy. Most often, the graphematic! word is defined as a string of letters
bordered by spaces. And that seems to be the only noteworthy thing
about that linguistic unit.

In this paper, I will show that there is more to the graphematic word.
I will begin with the seemingly easy definition of the graphematic word
and show that it is actually quite problematic. I will discuss the def-
inition of the graphematic word in alphabetical writing systems, such
as the writing systems of English and German, and show that the de-
finitions found in the literature are insufficient. Based on typographic
considerations, I present a promising alternative. In the next part, I will
discuss the role of the graphematic word in the graphematic hierarchy
and which properties can be derived from it. After that I will discuss the
correspondence of the graphematic word to units in spoken language,
such as the phonological and syntactical word (see above). Lastly, I will
have a look at two writing systems that do not mark graphematic words
by inter-word spacing: Japanese and Chinese. I will discuss why this is
the case and whether there are graphematic words in these writing sys-
tems at all. In the conclusion, I will revisit the definition of the graphe-
matic word presented in section 2 in light of the findings in section 5.

2. Definitions in Alphabetical Writing Systems

We will start our endeavor by examining definitions of graphematic
words in alphabetical writing systems such as English or German. Prob-
ably the simplest definition is the one provided in (1).

(1) A graphematic word is a string of graphemes that is bordered by
spaces and may not be interrupted by spaces.

This kind of definition is quite common in the literature (e.g., Coulmas,
1996, p. 550; Jacobs, 2005, p. 22; Fuhrhop, 2008, 193f). This definition
seems to be intuitively correct and for most linguistic approaches—even
grapho-linguistic ones—this definition suffices (cf., e.g., Evertz, 2018,
p- 21). However, closer examination reveals that it is indeed problem-
atic.

1. In this paper, I will use the notion graphematic when conferring to a writing
system. I refrain from using the term orthographic in this context since the orthography
of a given writing system is the conventionalized spelling of that writing system and
thus a subset.
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But before we can begin discussing the definition, the terms within
it must be clarified. In alphabetical writing systems, there are two tra-
ditions of defining the notion grapheme:

— A grapheme is a written unit that corresponds to exactly one
phoneme (e.g., Wiese 2007).

— A grapheme is the smallest contrastive unit within a given writing
system (e.g., Henderson, 1985, Kohrt, 1985, Eisenberg, 2006, Rogers,
2005).

While the first one defines the grapheme by its correspondence to
phonological units, the second definition pertains to the distribution of
the grapheme and thus is independent of phonology. The second defin-
ition closely corresponds to its counterpart in phonology, the definition
of the phoneme. That entails that the grapheme, just like the phoneme,
can be identified by minimal pair analyses.

The other term in the definition in (1) is the notion space. According
to Bredel (2008, 31-32; 2011, 19-20) we can imagine the writing space
as a threefold structure consisting of segmental slots, linear slots and
two-dimensional slots, cf. Fig. 1.

FIGURE 1. Writing Space (Bredel, 2011, p. 31; my translation)

Segmental slots are spaces that can be filled by certain graphic elements,
e.g., letters. Linear writing spaces are horizontally oriented strings of
slots. A two-dimensional writing space is a vertically oriented sequence
of linear writing spaces (cf. Bredel, 2008, p. 19). A space according to
(1) can be defined as an empty segmental slot.

Now that the terms in (1) are reasonably well clarified, we can have a
closer look at this definition. Consider the examples in (2).

(2) <you.>, <you?>, <you!>
<Smiths’> (e.g., in the Smiths’ house), <mother-in-law>
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Let us start with the examples in (2a). According to the definition in (1),
a word starts and ends with a grapheme. The examples in (2a), however,
end in punctuation marks. These are not graphemes—regardless which
definition of grapheme we employ: punctuation marks do not corre-
spond to phonemes and they are not contrastive on the word level.

Thus, a word like <you> corresponds to the definition in (1), the ex-
amples in (2a), however, do not because they end in a punctuation mark.

If the definition in (1) is understood as being exhaustive (only those
entities described in the definition qualify as graphematic words), the
examples in (2a) are no graphematic words. But if they are not, what
are they? If the definition in (1) is not exhaustive, it is not complete and
additionally, the question arises, if the examples in (2a) are one or more
words.

Similar problems arise with the examples in (2b). The word-status of
<Smiths’> is unclear as is the question whether a hyphenated word (?)
like <mother-in-law> constitutes one or more graphematic words.

One alternative to the definition in (1) is proposed by Zifonun, Hoff-
mann, and Strecker (1997, p. 259), my translation:

(3) A graphematic word is a string of graphemes that is preceded by a
space and may not be interrupted by spaces.

This definition only seemingly solves the problems we have encountered
so far. The examples in (2a) constitute according to this definition ex-
actly one graphematic word, <you>, because the “string of graphemes”
is interrupted by a punctuation mark in each case. The same is true for
the first example in (2b). This string of graphemes is interrupted by
the apostrophe. The case of the second example in (2b) is more com-
plicated, however. According to the definition in (3), <mother-in-law>
constitutes exactly one graphematic word: <mother>. The status of <-
in-law> is unclear.

Moreover, there are examples like in (4) that do not only end but also
begin with punctuation marks.

(4) <“you”>, <(you)>, <ita?> (Span.)

Thus, the definition in (3) is also problematic.

The solution I propose is based on typographic considerations by
Bredel (2008; 2011). Based on the model of writing space (cf. Fig. 1)
we can distinguish between two classes of punctuation marks and
graphemes: fillers and clitics. Fillers can independently fill a segmental
slot whereas clitics need the support of a filler.

Bredel (2008) proposes two criteria by which fillers and clitics can
be distinguished. The first one is symmetry. One element is called sym-
metric, if elements of the same class can stand adjacent to the left and
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right side of that element. Fillers are symmetric, clitics are not. The
second criterium is the ability of an element to appear at the beginning
and the end of a line. Fillers can appear at the end and the beginning of
a line, clitics cannot.

According to Bredel (2011, pp. 20-23) letters, numbers, apostrophes
and hyphens are fillers; periods, colons, semi-colons, commas, brackets,
question marks, quotation marks and exclamation marks are clitics.

Based on this distinction, we propose the following definition of
graphematic words in alphabetical writing systems such as German and
English (Evertz, 2016a, pp. 391-392); based on works of Bredel; my
translation):

(5) A graphematic word is a sequence of slot-filler-pairs surrounded
by empty slots in which at least one filler must be a letter.

The supplement to the definition (at least one filler being a letter) was
added to exclude numbers from the scope of the definition. Let us ex-
amine one of our examples in light of this definition, cf. Fig. 2.

FIGURE 2. Slot-filler-pairs of <mother-in-law!>

In Fig. 2 there are 15 segmentals slots. Slots 2 to 14 are occupied, slots 1
and 15 are empty. Slots 2 to 7, 9 to 10 and 12 to 13 are occupied by one
letter each, slot 14 is occupied by a letter and a punctuation mark. Slots
8 and 11 are each occupied by one non-letter filler. Thus, <mother-in-
law> meets all requirements for a graphematic word according to the
definition in (5).

The consequence of the definition in in (5) is that we can distin-
guish between the graphematic word proper and its surface form. Clitics
are only part of the graphematic surface whereas fillers are part of the
graphematic surface and of the graphematic word proper. This is true
for all fillers: letters and non-letters (cf. ibid., pp. 391-392).

In the case of the examples in (2a) and (4), the graphematic word
proper consists of the fillers: <you>. The clitics (in these cases the punc-
tion marks) are part of the graphematic surface. Thus, the examples in
(2a) and (4) are graphematic surface forms of exactly one graphematic
word (cf. ibid., pp. 391-392).

The examples in (2b) consist exclusively of fillers. This means that all
characters (letters and non-letters alike) make up the graphematic word
proper. The non-letter fillers are part of the graphematic word since
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they have important roles within it. In the case of <mother-in-law>
(cf. Fig. 2), the non-letter fillers indicate that the morphological pro-
cessing is not completed after <mother> and <in> but that everything
between the empty slots must be processed as whole (Evertz 216a, 391).
In the case of <Smiths’> as in the Smiths’ house, the apostrophe indicates a
zero morpheme (Buncié, 2004, P- 190). A consequence is, however, that
<Smiths’> and <Smith> are two different graphematic words.

This definition is very promising for writing systems such as Eng-
lish and German. We will see however, that it is a poor candidate for a
universal definition, cf. section 5.

3. Properties of Graphematic Words

The graphematic word is a unit in writing systems that issuprasegmental,
i.e., it is larger than a single segment. It is not the only supraseg-
mental unit in alphabetical writing systems. The graphematic sylla-
ble is well-established in psycho- and grapholinguistic literature (e.g.,
Butt and Eisenberg, 1990; Domahs, Bleser, and Eisenberg, 2001; Eisen-
berg, 2006; Primus, 2003; Rollings, 2004; Roubah and Taft, 2001; Wein-
garten, 2004) and more recently, the graphematic foot gained attention
(Evertz, 2016a,b; 2018; 2019; Evertz and Primus, 2013; Fuhrhop and Pe-
ters, 2013; Primus, 2010; Ryan, 2018). With these units it is possible to
constitute a graphematic counterpart of the phonological hierarchy, cf.
Fig. 3.

<> graphematic word (<w>)
|
<F> graphematic foot (<F>)
/ \
<0s> <Ow> graphematic syllable (<o>)
AN AN
Rh Rh
| / \ subsyllabic constituents
On Nu On Nu Co
| /SN
C v € C VvV c«C graphemes
SN
s h o u t (S r segments

[short straight]

[free up] features

FIGURE 3. The graphematic hierarchy (Evertz, 2018; Evertz and Primus, 2013
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This hierarchy is—just as its phonological counterpart—accompanied by
the Strict Layer Hypothesis (Nespor and Vogel, 1986). This hypothesis states
in its strong form that each unit of a non-terminal category is composed
of one or more units of the immediately lower category. The second part
of the Strict Layer Hypothesis states that a unit of a given level of the
hierarchy is exhaustively contained in the superordinate unit of which it
is part (ibid., p. 7). Previous work showed that this hypothesis also holds
in graphematics, although it seems that the first principle is violable in
case of so called extrametrical syllables (cf. Evertz, 2018).
A consequence of these considerations are that:

— a graphematic word consists of at least one graphematic foot and
— a graphematic foot consists of at least one graphematic syllable.

Since larger units in a hierarchy are made up of the immediately smaller
units, the larger units inherit traits of the smaller units. For instance,
if a syllable must adhere to certain well-formedness requirements and
if a foot is constituted by syllables, the syllables of the foot must ad-
here to the very the same requirements. The same is true on every level
of the hierarchy. This means that a graphematic word must adhere to
well-formedness requirements of graphematic feet and graphematic syl-
lables.

This relationship can be exemplified by so called minimal words
(Evertz, 2016b). Consider following examples:

(6) in/inn, oh/owe, no/know, by/bye/buy, so/sew, to/two, we/wee,
or/ore/oar, be/bee, I/aye/eye

The pairs or triplets in (6) are homophones. Interesting is that func-
tion words can obviously be shorter than content words. This can be
described by the so called three-letter-rule (e.g., Cook, 2004, p. 57):

(7) Content words must have more than two letters.

The existence of a minimality restriction like the three-letter-rule can
be explained with the help of the graphematic hierarchy.

Just like in phonology, we can expect that function words behave dif-
ferently than content words. For instance, while content words always
constitute phonological words, which exhibit exactly one prime stress,
function words can be unstressed. In phonology, this can be described
by following constraint:

(8) LExwD = PRDWD: Every lexical word corresponds to a prosodic
word (ibid., p. 101).

Let us assume that this constraint also holds for writing systems:
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(9) Every lexical word corresponds to a well-formed graphematic
word.

The difference in the pair and triples in (6) can now be explained by
the well-formedness constraints the graphematic word inherits from the
smaller units in the hierarchy.

In phonology, feet must conform to a certain well-formedness con-
straint, called foot-binarity (McCarthy and Prince, 1995, pp. 320—324):

(10) FooT-BINARITY: Feet are binary at a syllabic or moraic level of
analysis.

This means that a well-formed phonological foot must consist of two syl-
lables or one heavy syllable. Evertz (2016b; 2018) shows that a similar
constraint holds for graphematics. A graphematic foot must consist of
either one heavy graphematic syllable or two graphematic syllables (of
any weight). Whether a graphematic syllable is heavy or light depends
on its syllabic structure. In order to be heavy, a graphematic syllable
must have a rhyme that dominates at least two segments and in total the
syllable must consist of at least three segments (Evertz, 2016b, p. 208;
see the fist syllable in Fig. 3 as an example of a heavy graphematic syl-
lable).

Although the three-letter-rule is not wrong, the explanation provided
here is superior in explanatory strength. Moreover it is empirically su-
perior. If having three letters was the only restriction for graphematic
words, there should be more words like <gnu>, which end in a single
vowel letter but still consist of three letters. Words of this type, how-
ever, are quite rare (cf. ibid.).2

Even the fact that content words have at least one vowel letter can be
derived from the graphematic hierarchy: A graphematic word consists
of at least one foot. A graphematic foot consists of at least one graphe-
matic syllable. And a graphematic syllable must have a core dominating
at least one vowel letter (e.g., Evertz, 2018; Fuhrhop and Peters, 2013;
Primus, 2003).

There are, however, exceptions to the well-formedness constraints
described here. Graphematic words that systematically violate these
constraints are abbreviations:

2. Evertz (2016b, p. 193) reports that only 20.4% of monosyllabic phonological
words ending in a vowel are written as a monosyllabic graphematic word ending in a
single vowel letter. Of these 20.4%, 4.6% are function words, 9.2% are loanwords, in-
terjections or abbreviations, leaving a rest of 6.7%. Monosyllabic phonological words
ending in a vowel are rather coded with the help of so called mute letters like in blow,
bee, bigh. Evertz (ibid., pp. 207-208) argues that these mute letters add graphematic
weight in order to meet the weight restriction for graphematic feet.
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(11) Examples for graphematic words violating well-formedness con-
straints:
— ill-formed graphematic syllables: Mr., Mrs., vs., Dr.
— ill-formed graphematic feet: BA, MA, no.

The examples in (11a) violate the constraint that the cores of graphe-
matic syllables dominate a vowel letter. The examples in (11b) violate
the constraint that graphematic feet need to have a minimal weight.

Those words that violate well-formedness constraint are marked by
special orthographic devices like dots or all-caps. We may thus describe
such abbreviations as untypical and marked graphematic words (Evertz,
20164, p. 393).

4. Relations to Phonological Units

After having discussed the definition of the graphematic word and some
of its properties, let us now try to discuss the relationship of the graphe-
matic word to other word-like units.

Let us begin with the phonological word. It is quite obvious that the
phonological word and the graphematic word are not congruent. A
phonological word is a linguistic unit that consists of at least one phono-
logical foot and exhibits exactly one primary stress. Within phonolog-
ical words, syllable boundaries are drawn according to onset maximiza-
tion (assign as many intervocalic consonants to the onset as possible
(in accordance with the phonotactical constraints of a language); e.g.,
Giegerich, 1992, p. 170). For instance, fomato constitutes exactly one
phonological word. There are several potential ways to divide the word
into syllables, e.g., *fom.at.o vs. to.ma.to. Only the second way conforms to
the onset maximization principle. However, onset maximization does
not incur, if a border of a phonological word is interfering.

One example for that is the German compound Tierart ‘animal
species’. According to onset maximization, the intervocalic consonant
/1/ should be the onset of the second syllable. However, this syllabifi-
cation is ungrammatical: *[tiz.saret]. Instead, the word is syllabified like
this: [tirg.?aret]. Thus, we can conclude that a phonological word border
is interfering with onset maximization. In other words, Tierart consists
of two phonological words: {Tier}{art}. However, it is realized graph-
ically as one graphematic word <Tierart>. Therefore it seems that in
German, the phonological word and the graphematic word are incon-
gruent.

An example of the incongruity of phonological and graphematic
words in English was mentioned in the first section: fish and chips. While
this phrase consists of three graphematic words, it consists of only two
phonological words: {fifn}{tfips} (Taylor, 2015, p. 7).
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A morphological word can be described a an entity that inflects uni-
formly (Wurzel, 2000, p. 36) and is constituted by word building rules
(Jacobs, 2005). Thus, our example Tierart is a morphological word since
it is constituted according to the composition rules of German and is in-
flecting uniformly: Tierarten (Pl.) vs. *Tierearten. Fuhrhop (2008, p. 224)
comes to the conclusion that the morphological word is congruent with
the graphematic word in German.?

A syntactic word can be defined as a syntactically free form that is com-
monly designated X° in generative grammar (cf. Gallmann, 1999). This en-
tails that a syntactical word is permutable in a sentence and may not
be interrupted by linguistic material. Gallmann (ibid.) and Fuhrhop
(2008) come to the conclusion that the syntactic word and the graphe-
matic word are almost congruent® in German.

From a writer’s perspective the congruity of graphematic words with
syntactical and morphological words means that phrases must be real-
ized as single graphematic words with empty slots in between. Complex
morphological words, however, must be realized as one graphematic
word without empty slots in between. Conversely, from a reader’s per-
spective this means that a slot-filler-sequence without spaces must be in-
terpreted morphologically and slot-filler-sequences with spaces must be
interpreted syntactically. This can be exemplified by wobigeraten ‘great,
outstanding’ vs. wobl geraten ‘probably guessed’. Because there are no
empty slots in woblgeraten, it must be interpreted as one graphematic
word and therefore as one morphological word. And because there is
an empty slot in wobl geraten, this expression must be interpreted as two
graphematic words and therefore two syntactic words, a phrase in this
case.

The case for English is not as straightforward as in German. This
is due to the fact that there is a considerable stylistic freedom in
the spelling of compound words. For instance, the website Wik-
tionary lists three spellings of secondband: <secondhand>, <second-
hand> and <second hand>. However, as the same website points out,
<secondhand> and <second-hand> “may be preferred spellings for the
adjective meaning ‘not new’, to avoid confusion with the noun ‘second
hand’ referring to the hand of a clock or watch.”®. This means that

3. Whether there are exceptions to the congruity of morphological and graphe-
matic words is debatable. Wurzel (2000, p. 37) points to the case of (mit seiner) Lan-
genweile ‘(with his) boredom (Dative)’ a variant of Langeweile. This (not too common)
variant may suggest that Langeweile is actually consisting of two morphological words
but one graphematic word.

4. Examples include particle verbs like anfangen ‘to begin’ in sentences like er fingt
an zu schreiben ‘he starts writing’.

5. https://en.wiktionary.org/wiki/second_hand#English, retrieved August 21st,
2020.
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spellings without empty slots are quite clearly interpreted as one mor-
phological word while spellings with empty slots can have ambiguous
readings. Evertz (20164, p. 394) points to the example old furniture dealer:
an <old-furniture dealer> is a dealer of old furniture, an <old furniture-
dealer> is a furniture dealer who is elderly.

Thus it seems that justlike in the German writing system, the graphe-
matic word is congruent with the morphological and syntactical word
in English although the English writing system allows more variation in
writing compound words.

5. Graphematic Words Without Spaces?

So far we examined the graphematic word in English and German as ex-
amples of alphabetical writing systems that use empty slots to mark the
beginning and end of graphematic words. However, there are writing
systems, alphabetical and non-alphabetical, that do not use empty slots
in that way. In this section, we will have a look at two examples and
discuss why in these cases there are no empty slots and whether we still
can find reasons to assume that the graphematic word is a relevant unit
in these writing system.

5.1. The Case of Japanese

The Japanese writing system (JWS) is regarded as one the most complex
writing systems in the world (e.g., Joyce, 2011). Sproat (2010, p. 47) for
instance writes that “Japanese is a complex system, certainly the most
complex writing system in use today and a contender for the title of the
most complex system ever.” The reason for this consensus regarding its
complexity is the multitude of scripts employed in the Japanese writ-
ing system. In the contemporary JWS there are five separate scripts:
morphographic kanji, the mora-based (Ratcliffe, 2001) scripts biragana
and katakana, the phonemic Roman alphabet 79maji and Arabic numerals
(e.g., Joyce and Masuda, 2018, p. 182).

The different scripts are used for different purposes. Kanji are gen-
erally used to represent native and Sino-Japanese content words like
nouns, the stem of verbs etc. (ibid., p. 184). For instance, the com-
pound HAGE nibongo ‘Japanese’ consists of three kanji HA ‘Japan’ and
74 ‘language’.Hiragana, on the other hand, generally represent function
words such as auxiliaries, and inflectional endings (ibid., p. 184). In
this use they are referred to as iX D {lt% okurigana ‘accompanying letters’.
An example for okurigana are the hiragana following the kanji in .3
miru ‘(to) see’ vs. W7z mita ‘saw’. Katakana are usually used to write
non-Chinese loanwords, foreign names, animal and plant species names,
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onomatopoeic expressions, and for emphasis and as glosses. Romaji are
similarly used to represent non-Japanese words and names, especially
within advertising and mass media. And finally, Arabic numerals are
used to represent numbers, particular in financial and scientific contexts
(Joyce and Masuda, 2018, p. 184).

While on first sight this multitude of different scripts might seem
confusing, it can actually be beneficial for readers as they enable them to
distinguish lexical content from grammatical elements (Joyce and Ma-
suda, 2016). This is because of the visual distinctiveness of the three
scripts the JWS mainly uses. First, kanji are visually salient because of
their complexity. In contrast to hiragana and katakana, which are usu-
ally written with no more than six strokes (Kajii, Nazir, and Osaka, 2001,
p- 2504), kanji can consist of up to 29 strokes with an average of 10.47
strokes (]oyce, Hodos3cek, and Nishina, 2012, p. 256; Joyce and Masuda,
2018, p. 186). Since these salient units usually represent lexical content,
it can be identified at first glance. Second, hiragana are also easily iden-
tifiable: they consist of relatively few strokes, which tend to be curved,
in contrast to katakana, which consist of more or less the same amount
of strokes, which, however, tend to be straight. Thus, grammatical el-
ements, which are usually represented by hiragana, are also quite eas-
ily identifiable. Reading experiments confirmed that readers can distin-
guish the three types of characters effortless, even in peripheral vision
(Osaka, 1989; 1992). Given the foreignness in appearance of romaji and
Arabic numerals, it is quite reasonable to assume that they too can be
distinguished easily by readers of the JWS.

Let us demonstrate the interplay of the different scripts within the
JWS, cf. the example in (12).

(12) Example for the interplay of different scripts in the JWS (Shi-
batani, 1990, p. 129)

£+ =S bD i Tl WwWiTwas OL T o
Hanako wa ano biru de hatari- i-te-i-ru ooreu desu
Hanako Toric that building at work- ing OL is

‘Hanako is an OL (office lady) working in that building’

Content words (in one case a verb stem) are represented by kanji ({£
¥, i), by katakana (E)V) or romaji (OL). Since in Japanese inflectional
endings are following the stem, word beginnings coincide with charac-
ters that usually represent lexical content, especially kanji (cf. Rogers,
2005, p. 66). Thus, characters frequently appearing in the word begin-
ning may serve as effective segmentation cues to signal word bound-
aries.

This points to the conclusion that graphematic words do not need to
be explicitly marked by empty slots in Japanese, since the words are al-
ready marked graphotactically. This conclusion is supported by psycholin-
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guistic findings. Sainio, Hy6ni, Bingushi, and Bertram (2007) found
that interword spacing facilitated Japanese readers—but only when they
read a text composed of hiragana only. In normal Japanese texts, which
mainly consist of kanji and hiragana, interword spacing did not facili-
tate reading.

5.2. The Case of Chinese

Like the Japanese writing system, the Chinese writing system (CWS)
does not display empty slots between individual characters, which rep-
resent most likely a morpheme or a syllable, cf. (13).

(13) Example of a Chinese sentence without interword spacing

H X LA B R AL B AR K o

The sentence neither displays spacing between words or phrases nor
does it display graphotactical cues to word boundaries like in the JWS.
Yet there are linguistic units greater than single syllables, morphemes or
characters. (14) provides a translation of the sentence in (13), in which
syntactic words are separated.

(14) Translation of the sentence in (13) (Coulmas, 2003, p. 59)

] X JL 4 ] 4 mE R Ko
Zhonggué zhe ji nian de bianhua diqué hén da
China these several years GEN change really very big

‘China underwent big changes during the past several years’

In the CWS, syntactic words can be written with one or more charac-
ters, as seen in (14). A word comprising two characters is not neces-
sarily a compound word. For instance, in #i#| gizyin ‘earthworm’ nei-
ther character represents a morpheme but both characters combined do
(Chen, 1996, p. 46). An example for the difference between a phrase and
a syntactic word written with two characters is the contrast between 4L
5 hongnido ‘red bird’ and £L4E honghua ‘safflower’ (examples from Zhang,
1985, p. 64 as cited in Packard, 2000, p. 15). Notice that in both cases
the first character is £, which in isolation denotes ‘red’. In 4L %, there
are two syntactic words because both components can be substituted by
nearly any adjective and any noun while it still retains its compositional
meaning. In £L4E, on the other hand, the idiomatic meaning gets lost by
substituting one component (ibid., p. 15).

The Common Words in Contemporary Chinese Research Team
(2008) analyzed a corpus consisting of 56,008 words and found that 6%
of Chinese words are written with a single-character, 72% are 2-charac-
ter words, 12% are written with 3 characters, and 10% are 4-character
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words; fewer than 0.3% of Chinese words are written with more than 4
characters. Analyzing the token frequencies, 70.1% of words are written
with a single character, 27.1% are 2-character words, 1.9% are 3-charac-
ter words, 0.8% are 4-character words, and 0.1% are words longer than
4 characters.

This means that 94% of words (types) are longer than one charac-
ter and even by taking tokens into account, nearly 30% of words are
still larger than a single character. This leads to the question why the
CWS does not display empty slots between words and whether there is
a graphematic counterpart to the syntactic word in Chinese.

One reason for the lack of interword spacing might lie in the devel-
opment of the CWS. Classical Chinese was mostly monosyllabic and
monomorphematic, thus words and characters were almost congruent
(Hoosain, 1992, p. 119; Li, Zang, Liversedge, and Pollatsek, 2015, p. 232).
Therefore, the writing system of Classical Chinese had simply no need
for interword separation.

Packard (1998; 2000) mentions the fact that there was no term for
the syntactic word in the Chinese language until the concept was im-
ported from the West at the beginning of the twentieth century. This
new term is called i ci ‘syntactic word’. It describes a concept that is
quite different from the older word that is still used in non-linguistic
contexts when talking about word-like entities in Chinese, % zi, which
can be translated as ‘morpheme-syllable’ or ‘character’ (Hoosain, 1992,
p. 112).

A reason why interword spacing did not develop over time in the
Chinese writing system (CWS) might be due to the linguistic features
of contemporary Chinese. It is noteworthy that modern Chinese al-
most completely lacks inflection. Thus, unlike in the JWS, there is no
need for a non-morphemic script for grammatical information in the
CWS. Moreover, Hoosain (ibid., pp. 118—-120) reports that morphemes
in Chinese can be free or bound. However, there are degrees of freedom
as the free-bound status of a morpheme can vary by context, register and
dialect. Lastly, bound morphemes can appear before or after a free mor-
pheme, unlike in many other languages which do only allow bound mor-
phemes to either appear before or after a free morpheme (Chen, 1996,
p- 46). According to Hoosain (1992, p. 120), these factors contribute to
a “fluidity of word boundaries” in the mind of Chinese speakers. Thus,
a distinction between morphemes and words in the CWS would not be
appropriate. Packard (2000, pp. 17-18), however, disputes this argu-
ment. He argues that Chinese speakers might only be uncertain in their
metalinguistic judgment but will have no problems in actual language
usage.

As an interesting side note, Meng et al. (2019) compared the effi-
ciency of deep learning-based Chinese natural language processing al-
gorithms. They benchmarked neural word-based models which rely
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on word segmentation against neural character-based models which
do not involve word segmentation in four tasks (language modeling,
machine translation, sentence matching/paraphrase and text classifi-
cation). They found that character-based models consistently outper-
formed word-based models.

While the linguistic argument of Hoosain (1992) is under dispute,
there is however consensus about the average word length in Chinese.
As reported further above, ca. 78% of word types and ca. 97% of word
tokens are one or two characters in length. This leads Li, Zang, Liv-
ersedge, and Pollatsek (2015) to another interesting explanation why
there is no interword spacing in the CWS: the variance in word length in
Chinese is reduced relative to the word length variability in alphabetic
languages. The number of potential sites within a character string at
which word segmentation might occur is therefore significantly reduced
in Chinese. Consequently, decisions about word boundaries might be
less of a challenge in Chinese than in English (given English had no
empty slots). Thus, word spacing may have been less of a necessity for
efficient reading in Chinese (ibid., pp. 232-233).

These considerations are supported by psycholinguistic findings.
The interspersing of spaces (or other highlighting) between syntactic
words does not facilitate reading Chinese, but did not interfere with
reading in adult readers as well (Bai et al., 2008; Inhoff, Liu, Wang, and
Fu, 1997). Inserting a space after a word facilitates its processing but
inserting a space before a word did not facilitate processing and in fact
may even interfere with its integration into sentential meaning as indi-
cated by total reading times (Li and Shen, 2013; Liu and Li, 2014).

To sum these considerations up: In classical Chinese, there was no
need to introduce a delimiter of words since words and characters were
almost congruent. In contemporary Chinese this is not the case. There
is a considerable amount of syntactic words that are written with more
than a single character. But because of linguistic features of the Chinese
language which allow morphemes to occur relatively freely in different
syntactical contexts and because of the relatively reduced word length
variability in Chinese, it seems that the character is the central unit for
reading Chinese.

Thus it seems that the graphematic word is simply not a relevant—
or existing—unit in the CWS. This is an important insight for supraseg-
mental graphematics pertaining to the role of the graphematic hierarchy
across languages. While the phonological counterpart of the graphe-
matic hierarchy, the prosodic hierarchy, is assumed to be universal®,
the writing system of Chinese demonstrates that at least the graphe-

6. But see, e.g., Schiering, Bickel, and Hildebrandt (2010), who question the uni-
versality of the phonological word and find evidence that there are more units within
the prosodic hierarchy than assumed.
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matic word is not a universal category of the graphematic hierarchy.
This opens the debate whether all units within the graphematic hierar-
chy are universal and whether the graphematic hierarchy as a whole is
universal across writing systems at all.

6. Conclusion

The definition that the graphematic word is a string of graphemes bor-
dered by spaces, which is well-accepted in the literature, turns out to be
problematic because it does not take the role of punctuation marks into
account. A promising alternative to this definition is typography-based.
In this definition a graphematic word is defined as a sequence of slot-
filler pairs, in which at least one filler is a grapheme, bordered by empty
slots. This definition has the benefit that it allows to distinguish be-
tween the graphematic surface and the graphematic word proper. Clit-
ics belong to the graphematic surface of a word only.

The graphematic word is part of the graphematic hierarchy, the
graphematic counterpart to the phonological hierarchy. Taking the
strict layer hypothesis into account, it is possible to explain certain fea-
tures of the graphematic word. Since graphematic words consist of
graphematic feet, which in turn consist of graphematic syllables, the
graphematic word inherits traits of the foot and the syllable. One exam-
ple for such a trait is the fact that graphematic words must have at least
one vowel letter: because graphematic syllables need to have a vowel
letter in their core, a graphematic word needs to have at least one vowel
letter as well. Another example provided in this paper is the minimal
weight restriction for graphematic words. The existence of this restric-
tion can be explained by a well-formedness constraint of graphematic
feet stating that a foot must be binary in syllabic or moraic terms.

Examining the German and English writing systems, it seems that
the graphematic word mainly corresponds to the morphological and
syntactical word in spoken language. A graphematic word written with
no empty slots in between is interpreted as one morphological unit in
both writing systems. Empty slots on the other hand indicate distinct
syntactical units in the German writing system. In the English writ-
ing system, there is a greater variety in writing compound words. The
use of a hyphen (a filler according to the typographic considerations in
section 5) or the avoidance of empty slots may however disambiguate
unclear cases.

In some writing systems there are no empty slots between charac-
ters. However, it can be argued that there are graphematic words in
the Japanese writing system, which are not marked by empty slots but
by graphotactical means. In the Japanese writing system, hiragana are
used to represent function words and inflectional endings while other
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scripts (especially kanji) are used to represent lexical information. Be-
cause lexical words usually start with a kanji character (or katakana or
romaji), the beginning of a graphematic word can easily be spotted.

If we accept that graphematic words do exist in Japanese, which is a
writing system without empty slots between words, the definition of
graphematic words in (5) is not universal. A universal definition of
graphematic words has to include that in some writing systems, grapho-
tactical means are used to mark the borders of graphematic words.” This
universal definition must therefore be quite broad and unspecific. Sub-
definitions pertaining to certain writing systems or families of writing
systems are needed to supplement this broad universal definition. The
definition in (15) is a first tentative proposal.

(15) A graphematic word is a sequence of slot-filler pairs, in which at
least one filler must be a basic unit of the given writing system.

1. This sequence is bordered by empty slots or
2. the beginning of that sequence is indicated by other grapho-
tactical means (e.g., the change of scripts).

The term basic unit is a deliberately broad term to accommodate dif-
ferent types of writing systems. However, it might not be quite clear
what the basic unit of a given writing system is. In case of the JWS, it
is fair to say that the characters of kanji, hiragana and katakana are ba-
sic units of the writing system. But it is unclear whether the characters
of romaji are belonging to this class. Furthermore, while the notion of
empty slots is quite clear, the term “graphotactical means” is quite fuzzy
as well. In both cases, writing system specific sub-definitions must be
supplemented.

Another insight we gained from examining writing systems without
empty spaces pertains to the graphematic hierarchy. In the Chinese
writing system, words are neither marked by empty slots nor by other
graphotactical means. Thus it seems that the graphematic word is not a
relevant unit in the Chinese writing system. This is an interesting find-
ing for suprasegmental graphematics. In suprasegmental phonology, it
is claimed that all the units of the prosodic hierarchy are universal. In
graphematics, however, it seems that this is not the case—at least for the
graphematic word. Further typological investigations are needed to ex-
plore the role of the graphematic hierarchy in non-alphabetical writing
systems.

7. The Thai writing system may also be a candidate for a system marking its
graphematic words by graphotactical means.
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Challenging the Dichotomy Between
Phonography and Morphography:
Transitions and Gray Areas

Sven Osterkamp - Gordian Schreiber

Abstract. Traditionally, glottographic writing is divided into the two fundamen-
tal categories of phonographic and (logo-, or increasingly) morphographic writ-
ing, each with further more fine-grained subdivisions where necessary. In recent
decades, various revisions to the earlier either/or approach have been proposed,
leading to more flexible typological models that, e.g., allow for a mixture of dif-
ferent types of phonography with different amounts of morphography in a given
writing system. While it is thus common to acknowledge the mixed nature of
writing systems as a whole, graphs or strings of graphs forming functional units
(such as digraphs) are nevertheless typically assigned to either of the two basic
typological categories. On closer scrutiny, however, there is an abundance of
cases challenging this strict dichotomy on the level of graphs.

Having reviewed the different notions of logo- or morphography found in the
literature, this paper revisits the fundamental distinction between phonography
and morphography in writing systems, drawing upon cases from the following
areas: First, we will address transitions from morphograms to phonograms as
well as from phonograms to morphograms. The dividing line between mor-
phograms and phonograms is, however, not always easy to draw, thus leading
us to gray areas and indeterminable cases. Finally, we will have a closer look
at semantically motivated phonograms, as even in phonography the level of se-
mantics is not necessarily irrelevant altogether.

1. Preliminaries

In taxonomies of writing systems, so-called glottographic writing is
commonly divided into phonography on the one hand and something
else on the other that goes by several names, usually ‘logography’ (e.g.,
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Sampson, 1985, p. 32; Sampson, 2015, p. 24) or, increasingly, ‘morphog-
raphy’ (Rogers, 2005, pp. 14-15; Joyce, 2011; Whittaker, 2011, p. 936
among others).! Owing to the fact that the term morphography has been
used in several different meanings, it is mandatory to first outline the
understanding the present paper adheres to:

A morphographic subsystem of a writing system is one in which the most
fine-grained, systematically observed mapping possible is between one or
more morphemes and one or more graphs (also referred to as morphograms).

As Joyce (2011, 58-59, emphasis in original) observes, there is a “prac-
tice of some scholars of writing systems to continue using the term logo-
graphic while at the same time admitting that morphographic is more pre-
cise.” Indeed, logographic writing systems and logograms have repeatedly
been described with an explicit reference to morphemes instead of words
as the relevant linguistic units (e.g., Daniels and Bright, 1996, p. xlii),
or also to either morphemes or words at the same time (e.g., Taylor and
Taylor, 1983, pp. 20—21; Coulmas, 1996, p. 309). In other words, logog-
raphy is not necessarily understood as implied by the term itself, with
some scholars being fully aware of the discrepancy between the literal
and intended meanings of the term.? We concur with Joyce (2011) that
whenever a writing system involves a mapping between graphs and mor-
phemes (which may or may not be words at the same time), it should ac-
cordingly be labeled as morphographic. Logographic on the other hand
should be reserved for systems involving a mapping between graphs and
words (whether mono- or polymorphemic).® In doing so, we follow, e.g.,

1. Hill (1967, p. 93) already distinguished between (‘discourse systems’), ‘mor-
phemic systems’ and ‘phonemic systems,’ thus foreshadowing our current terminol-
ogy. Different in terminology but similar in terms of the overall conceptualization is
also French’s (1976, pp. 118, 126) dichotomy of ‘pleremic’ and ‘cenemic’ writing sys-
tems, which we will briefly return to further below.

2. Consider for instance Gnanadesikan (2009, p. 7): “Writing systems that concen-
trate on representing morphemes—as complete meaning-pronunciation complexes—
are called logographic (the name, meaning ‘word-writing,” is traditional, though it ig-
nores the difference between morphemes and words).”

3. Hill (1967, p. 93) already stated that “there are no systems based on words,”
counting the Chinese writing system and others among what he termed “morphemic
scripts” (ibid., p. 95). While typically opting for a somewhat less definite wording,
more recent scholarship tends to subscribe to that view as well (e.g., Sampson, 1985,
p- 39; Rogers, 2005, p. 14; Gnanadesikan, 2009, p. 7; Joyce, 2016, p. 294).

While ‘morphographic’ is without doubt the more appropriate choice for many
cases traditionally labeled as ‘logographic,” there may be good reasons to retain the lat-
ter term as wellin its specific meaning. Consider for instance the case of Old Chinese as
reconstructed in Baxter and Sagart (2014a,b). Here, Chinese characters typically cor-
respond to entire words, which in turn can be mono- or polymorphemic, involving var-
ious affixes. See also already Chao (1968, pp. 102-103) for a similar position, referring
however to Literary Chinese as an isolating language.
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Hill (1967, p. 96) and French (1976, p. 126) who contrast ‘morphemic’ and
‘logographic’ depending on the linguistic units represented.

Note that our understanding as outlined above explicitly refers to
‘one or more’ morphemes and graphs. The present paper thereby ac-
knowledges one-to-one correspondences as well as deviations from this
ideal. In previous scholarship on the question as to what linguistic units
are represented by sinograms in particular (see DeFrancis, 1989 and
Unger, 2011 for Chinese, or Matsunaga, 1996 for Japanese), it has re-
peatedly been argued that the label of ‘logography’ is inappropriate, as
sinograms in the modern Chinese writing system frequently do not cor-
respond to entire words, but merely to portions of words (which may
or may not be morphemes in their own right). Sproat (2013) has con-
vincingly argued that this reasoning is flawed, as we cannot necessarily
expect consistent one-to-one correspondences between graphs and lin-
guistic units in writing systems—be they phono- or morphographic in
nature (see also Osterkamp & Schreiber, forthcoming). The classifica-
tion of the modern Chinese writing system as largely morphographic
rather than logographic is still valid, but for a different reason: When
we consider what the most fine-grained units are that are involved in
the mapping between graphs and linguistic units, we notice that suffixes
and other bound morphemes that do not occur as words on their own
are mapped onto graphs the same way as free morphemes are.* Every
word consists of one or more morphemes but not every morpheme con-
stitutes a word. As sinograms writing a single bound morpheme cannot
be satisfactorily explained via a mapping between graphs and words, a
morphographic interpretation of the modern Chinese writing system is
to be preferred. While numerous details differ, this by and large also
applies to the case of sinograms in the Japanese writing system.

Apart from labeling ‘logography’ what is less misleadingly and thus
better referred to as morphography, the labels ‘logography’ and ‘mor-
phography’ are sometimes also applied to what is more appropriately
described as semantography, or ideography, i.e., a direct mapping be-
tween graphs and meanings (rather than linguistic units carrying mean-
ing). This may result, at least in part, from an understanding of words
or morphemes chiefly as units of meaning, thereby losing sight of their
phonological form. In the present paper, morphography is by definition
taken to relate to morphemes, which in turn are understood as linguistic
units—i.e., single phonemes or strings of phonemes—carrying meaning.
A phonological form is therefore part and parcel of a morpheme, so that

4. In DeFrancis’ (1984, pp. 184-187) count, about 44% of the sinograms in the
modern Chinese writing system are mapped onto free morphemes (or lexemes) and
45% are mapped onto bound morphemes, while the remaining 11% of the graphs form
one part of the spellings of polysyllabic free morphemes (as in shanbi HHH] ‘coral’).
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both morphography and phonography relate to the level of phonology,
even if indirectly in case of the former.

While the above might seem obvious, this understanding neverthe-
less stands in stark contrast to how ‘logography’ or ‘morphography,” as
well as ‘logograms’ and ‘morphograms,” have often been understood in
previous scholarship—namely as relating to phonology only optionally
or not at all. For instance, Daniels and Bright (1996, p. xlii) define a
‘logogram’ as “a character that denotes the meaning but not the pro-
nunciation of a morpheme,” whereas Taylor and Taylor (1983, 2021,
emphasis in original removed) state that a “writing system in which
one grapheme represents primarily the meaning (and sometimes sec-
ondarily the sound) of one word or morpheme may be called a logogra-
phy.” ‘Logography’ has also been “defined as the graphical encoding of
nonphonological linguistic information” by Sproat (2000, p. 143), who
“view[s] any component of a writing system as having a logographic
function if it formally encodes a portion of non-phonological linguis-
tic structure, whether it be a whole morpheme, or merely some seman-
tic portion of that morpheme” (ibid., p. 131). If a morpheme is taken
to have both a phonological form and a meaning, it is also difficult to
see the necessity of “suggest[ing] ‘morphophonic’ or ‘morphonic” as an
inclusive term for all three kinds of writing systems of a “meaning-plus-
sound” type DeFrancis (1989, p. 58) posits “as drawing attention to the
dual aspect of the systems, namely the primary phonetic aspect plus
the secondary but nonetheless important nonphonetic, that is semantic
or morphemic aspect.” The dual aspect of such system can sufficiently
be captured by terms like ‘morphographic’ or ‘morphemic’—and it goes
without saying that if understood as in this paper, both phonographic
and morphographic writing systems relate to phonology.

In the preceding paragraphs our focus was solely on morphography in
anarrow sense, involving the mapping of graphs onto entire morphemes.
In fact, the same label of ‘morphography’ (or ‘logography’) is also applied
to typologically speaking entirely different cases pertaining to what are
essentially phonographic writing systems, which however may be char-
acterized asrequiring morpheme-specific knowledge to get from pronun-
ciation to spelling and vice-versa (be it from the reader’s perspective, the
writer’s perspective, or both).> It is in this sense that the modern English
writing system is sometimes called “partly logographic” (Sampson, 1985,
p- 203; Sproat, 2016, p. 37), “pseudologographic” (Sproat, 2000, p. 82),
or is described “as having moved some way away from the phonographic
towards the logographic principle” (Sampson, 2015, p. 259) and thus “as
being partly phonographic and partly logographic” (Sproat, 2016, p. 33).

5. A basic distinction between mapping rules from the writer’s perspective as op-
posed to mapping rules from the reader’s perspective has already been drawn in Haas
(1983, pp. 18-19).
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In a similar vein, Unger (2004, p. 29) states that “English spellings are
full of logographic hints,” and Gnanadesikan (2017, p. 15) acknowledges
a “logographic component” in English orthography.

While these two different notions of morphography relate to funda-
mentally different phenomena, they have often been conflated in pre-
vious studies on the typology of writing systems. For instance, Rogers’
(2005) typological matrix indicates the ‘type of phonography’ (abjad,
alphabetic, etc.) on its x-axis, and the ‘amount of morphography’ on its
y-axis. Moreover, writing systems are classified as being either deep or
shallow in terms of orthographic depth (understood here in the sense of
morphological constancy in spellings).® Leaving aside the problems in-
volved in measuring the ‘amount of morphography,” we may note that
morphography is understood here in both senses at the same time: In
English (classified here as an orthographically deep system exhibiting
a medium amount of morphography), for instance, “the use of numer-
als such as <7 8 9> adds to the amount of morphography, as does the
fact that the spelling distinguishes homophonous morphemes such as
by, bye, buy” (Rogers, 2005, p. 275). Only the numerals represent mor-
phograms proper, i.e., on the level of mapping, and in fact it is only cases
along these lines that are mentioned (ibid., p. 15) when the term mor-
phographic is first introduced in the book to describe “a writing system
where the primary relationship of graphemes is to morphemes” (ibid.,

6. In Rogers’ (2005, p. 275) model, “[o]rthographic depth is greater if different
allomorphs of the same morpheme are written the same [...], e.g., south-soutbhern, child-
children, sign-signal.” Note, however, that it is merely represented as a binary parame-
ter (i.e., either deep or shallow), instead of another continuum parallel to the ‘amount
of morphography’—possibly in order to avoid having to add a z-axis to an already
complex taxonomy.

7. The problem of quantification is carried over into Rogers’ matrix from its pre-
cursor as originally proposed by Sproat (2000, p. 142), which measures the ‘amount of
logography’ on its y-axis. Yet, as Sproat (ibid., p. 142) himself readily admits, “the de-
gree of logography is tricky to estimate [...] and the arrangement of particular writing
systems in this second dimension is largely impressionistic.” (Note also that Sproat’s
understanding of ‘logography’ as quoted earlier is radically different from Rogers’ no-
tion of morphography.)

For instance, in both taxonomies, the Japanese writing system is considered to
feature a greater amount of logography or morphography than the Chinese writing
system. But what exactly is being measured here, and how? Are biragana and katakana
syllabograms excluded from the count? And if not, how is the type-token distinc-
tion taken into account? Even if the total number of morphograms in use within the
Japanese writing system is considerably higher in terms of types than the number of
kana, the token distribution for sinograms as opposed to kana is often in the vicinity
of 1:2 in an average modern Japanese text. As long as no objective criteria on how
to measure the amount of logography or morphography have been established, the
critical stance adopted by Fukumori and Ikeda (2002, pp. 42-43) to the effect that
such taxonomies should be avoided seems well justified. See Joyce (2016, p. 296) for
similar criticism.
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p- 14; also cf. the definitions on p. 295). Morphography is thus primarily
conceptualized as a mapping phenomenon (as also in this paper), but
not consistently so by also referring to morpheme-specific but never-
theless phonographic spellings for homophones such as &y, bye, and buy.
Envisioning a rather different taxonomy, Unger (2004, pp. 30-33)
posits a continuum on a single axis with the extremes of ‘pure phonog-
raphy’ and ‘pure logography.” Writing systems are then assigned a posi-
tion on this continuum, ranging from Finnish and Spanish closer to the
phonographic end, to Chinese and Japanese closer to the logographic
end. English ranges in the middle here: It is classified as being less
phonographic and more logographic than Finnish, but more phono-
graphic and less logographic than Chinese or Japanese. Again, one
might receive the impression that the two different notions of morphog-
raphy (logography in Unger’s terms) are not distinguished here, the dif-
ference between the two being reduced to a matter of degree. In fact,
however, Unger’s understanding of logography is quite unlike Rogers’
notion of morphography, as the former remarks: “All writing systems
incorporate techniques that are logographic—that is, make use of lin-
guistic structures beyond the merely phonological” (ibid., pp. 28-29).
The question to be asked at this point is: What exactly, then, is the
common denominator of the two notions of morphography (or logogra-
phy) as found in the literature, as it were morphography as observed
in the Chinese and English writing systems respectively? It is, evi-
dently, their common reliance on morpheme-specific knowledge, as al-
ready briefly mentioned above. In both cases, knowing a morpheme’s
pronunciation and a number of general sound mapping rules is not suffi-
cient to write it in its conventional way, be it by means of a morphogram
(e.g., in Chinese Ji for / ‘deer,” but I¥§ for /2 ‘road’) or by means of phono-
grams, the exact choice of which is determined by the morpheme in
question (e.g., <deer> for /d11/ ‘hoofed ruminant mammal,” but <dear>
for /di1/ ‘precious’). Or from the reader’s perspective: The knowledge
of morphograms as morpheme-specific graphs is necessary in reading
(cf. the two different Chinese words pronounced /2 above), as is, in the
case of phonograms, the knowledge of morpheme-specific sound val-
ues of certain graphs or strings of graphs (e.g., <ea> in <bread> and
<break> read as /e/ and /e1/ respectively), or also the knowledge of un-
written or underspecified sounds to be supplied in reading (e.g., Arabic
<fndq> (348 for /funduq/ ‘hotel’). The driving factors behind the in-
crease in morpheme-specific knowledge required can thus be described
as heterography from the perspective of the writer, and as homography
(whether related to morphological constancy or not) as well as under-
spelling from the perspective of the reader.® All this must not, however,

8. The notion of underspelling refers to the phenomenon of linguistic elements
that are left out in writing but are expected to be added by the reader to correctly



Challenging the Dichotomy Between Phonography and Morphography 53

obscure the fact that the actual mappings involved in these two kinds
are quite distinct, being morphographic on the one side and in the end
still phonographic on the other.

We are thus dealing with three basic types here: morphographic map-
pings (which by definition require morpheme-specific knowledge) as
well as phonographic mappings, which may either require morpheme-
specific knowledge of the kinds outlined above or not. Put differently,
English ‘morphography’ and Chinese ‘morphography,” for instance, do
not differ in quantitative terms alone—first and foremost we are dealing
here with a qualitative difference. It is not only crucial for the issues to
be discussed in the following sections of this paper, but also desirable for
future research in the field of grapholinguistics in general to take these
distinctions into due account for greater clarity.

Such a tripartite distinction in fact turns out to agree well with the
approach already pursued by French (1976, p. 126). French broadly
distinguishes between ‘pleremic’ and ‘cenemic’ systems, corresponding
to what we refer to as morphography (with systems involving mor-
phographic mappings) and phonography (involving phonographic map-
pings); the ‘cenemic’ systems are further subdivided into a ‘complex
cenemic’ (or ‘alternational’) as well as a ‘simple cenemic’ (or ‘non-
alternational’) type. Taking the terms for systems of minimal grain-
sizes as examples, he distinguishes between ‘morphemic’ (= pleremic),
‘morphophonemic’ (= complex cenemic) and ‘phonemic’ (= simple cene-
mic) writing systems. According to French (ibid., p. 124), ‘morpho-
phonemic’ systems differ from ‘phonemic’ systems merely in that “they
represent a morpheme in just one way,” so that it remains unclear as
to how other kinds of phonographic mappings involving morpheme-
specific knowledge are accounted for in French’s taxonomy.

Taking our own considerations above and the tripartite distinction
made by French (ibid.) as a starting point, we may thus arrive at an
understanding of glottography and its basic subtypes as summarized in

retrieve the encoded utterance. The term has been applied to various writing systems,
such as Mayan, Sumerian, Egyptian, or Linear B (Zender, 1999, pp. 131-135). By not
representing all vowels in writing, abjads can be viewed as featuring underspelling in
a systematic fashion.

The terms heterography and homography are adopted from Rogers (2005, pp. 16—
17). Heterography refers to a situation, in which two or more graphs are mapped onto
one or more linguistic units in different contexts, e.g., both <f> and <ph> to the same
phoneme /f/ in English, depending on the morpheme in question. In cases of homog-
raphy, on the other hand, one graph or one string of graphs is mapped onto two or
more linguistic units in different contexts, such as the digraph <th> representing ei-
ther /0/ or /6/, again depending on the morpheme in question.

Orthographic depth as understood by Rogers (ibid., p. 275), i.e., as morphological
constancy in spellings alone, constitutes a subset of homography. In competing un-
derstandings, orthographic depth may however also refer “to the reliability of print-
to-speech correspondences” (Schmalz et al., 2015, p. 1614) in more general terms.
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Figure 1. For the sake of simplicity, the further subdivisions to be made
for phonographic mappings are left out of consideration here. To name
but a few examples, morphonography is not limited to alphabets as in
English, French or also Korean, it is similarly observed among others in
abjads such as in Arabic or in abugidas as in Tibetan.

glottography
type .Of morphography phonography

mapping | / |

function .

of graphs morphograms morphonograms (plain) phonograms

— N _
~ ~

morpheme-specific no morpheme-
knowledge required specific knowl-

edge required
FIGURE 1. Basic subtypes of glottography and the respective functions of graphs

The different types of mapping as well as functions of graphs posited
here are in the first place intended as categories for specific instances,
i.e., to describe how a given graph or a string of graphs relates to the
linguistic units (phonemes or morphemes) encoded. They are likewise
applicable to subsystems of writing system, e.g., when speaking of the
morphographic subsystem of Arabic numerals in English or the phono-
graphic subsystem of katakana in Japanese. However, broadening the
scope even further and using these terms as typological labels to clas-
sify writing systems as a whole is not advisable, as writing systems are
generally “taxonomically ‘messy’” and “mixtures of some sort or other”
(Rogers, 2005, p. 272). It is questionable whether typologically pure
writing systems (i.e., systems not comprising any typologically distinct
subsystems) exist at all, particularly in the case of morphography (cf.
Coulmas, 1996, p. 521; Daniels in Daniels and Bright, 1996, p. 4).° There-
fore, it seems problematic to apply ‘morphography’ as a broad label to
refer to an overall writing system, despite the fact that it reflects the
typology of a single subsystem only.

9. As writing systems coming comparatively close to pure morphography one
might consider the cases of Literary Chinese, Tangut, or of a number of morpho-
graphic modes of inscription employed throughout the history of writing in Japan,
commonly (and misleadingly so) referred to as hentai kanbun 2K (lit. ‘variant
Chinese’; cf. Schreiber, forthcoming for details). However, even in these writing sys-
tems there are graphs used phonographically to transcribe, e.g., loanwords, in part
even exclusively.
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With these preliminaries in mind, we will in the remainder of this
paper revisit the fundamental distinction between phonography and
morphography in writing systems, drawing upon cases from four areas:
First, we will address transitions from morphograms to phonograms as
well as from phonograms to morphograms (sections 2 and 3 respec-
tively). The dividing line between morphograms and phonograms is,
however, not always easy to draw, thus leading us to gray areas and in-
determinable cases (section 4). Finally, we will have a closer look at se-
mantically motivated phonograms (section 5), as even in phonography
the level of semantics is not necessarily irrelevant altogether.

2. Transitions From Morphograms to Phonograms

Transitions from morphograms to phonograms are crucial for the de-
velopment of full-fledged writing systems whenever a strong morpho-
graphic component is present from the outset. They likewise occur on a
regular basis during the process of adapting an existing writing system
to another language. This type of transition is commonly referred to un-
der the label of ‘rebus principle’ and has received widespread scholarly
attention as “the cardinal strategy for increasing the expressive power of
logographic systems” (Coulmas, 1996, p. 433). In a similar vein, DeFran-
cis (1984, p. 139) vividly elaborates that “[t]he rebus idea seems obvious
to us since we use it in children’s games, but it actually constitutes a stu-
pendous invention, an act of intellectual creation of the highest order—a
quantum leap forward beyond the stage of vague and imprecise pictures
to a higher stage that leads into the ability to represent all the subtleties
and precision expressible in spoken language.”

In the early history of the Chinese writing system, but also dur-
ing its later course of development, graphs already established as mor-
phograms were commonly extended to phonographically write (near-)
homophones of the morphemes in question. An example from the early
stages of the Chinese writing system, i.e., prior to its standardization
starting in the 3rd century BCE (Galambos, 2006, p. 3), is the case of the
graph H as outlined in Figure 2.

In its earliest etymographical stage, the graph H was a pictographic
representation of a winnowing basket, and it was accordingly employed
as a morphogram to write Old Chinese *k(7)s ‘winnowing basket’ (1).1°
From early on, the graph could also be desemanticized (Boltz, 1994,
p- 21; Handel, 2019, pp. 38—-39) and used as a phonogram (highlighted
in gray in Figure 2) to spell (near-)homophones of *%4(7)s in a rebus

10. Here and elsewhere Old Chinese reconstructions are quoted from Baxter and
Sagart (2014a,b). Round brackets enclose elements that may or may not have been
present and are accordingly often omitted in simplified notations.
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(2a)
*k(7)2
o ‘winnowing basket’
7= /K(r)a(s)/
o s (e.g., /ka, kMo, ga, .../)
*k(1)o
>X | ‘winnowing basket’ (2b)
—
I /K(1)a(s)/
= (e.g., /ka, kM3, go, .../)

FIGURE 2. Example for a transition from morphogram to phonogram

fashion. These (near-)homophones included the high frequency func-
tion word *gs ‘3rd person possessive pronoun’—which much like various
other function words did not lend itself to a pictographic representa-
tion. It is now a matter of interpretation whether the use of H for such
(near-)homophones of *4(7)2 should be considered to cancel the original
morphographic value of the graph. In the second stage shown in Fig-
ure 2 we are thus either dealing with a polyvalent graph having both the
original morphographic value of *£(7)s ‘winnowing basket’ and an addi-
tional phonographic value of /K(r)a(s)/ (2a)," or the graph is treated as
a simple phonogram for /K(r)a(s)/ in all contexts (2b). While the latter
possibility (2b) is certainly worth considering as a theoretical option,
the former interpretation (2a) appears to be more widely accepted. Re-
gardless of this question, in both analyses we can observe the creation
of a phonogram on the basis of a pre-existing morphogram.
Transitions from morphograms to phonograms are also widely at-
tested in later stages of the Chinese writing system, and in fact up
to present day. Throughout history, the demand for phonograms was
naturally most pressing whenever the need arose to transcribe foreign
names and loanwords. One of the major earlier donor languages was
Sanskrit (e.g., niépdn {24& ‘nirvana’ < nirvapa), while in more recent times
English has occupied a central position (e.g., bashi t21: ‘bus’). All of
these spellings can be considered as being phonographic in nature, at
least originally. Apart from loans, phonograms also played an impor-
tant role whenever new elements emerged in the spoken language due
to language-internal change and scribes felt the need to unambiguously
record these new forms in writing. Contracted forms in Old Chinese are
cases in point: When the conservative disyllabic */g/%aj ps filf~ ‘why not?’

11. /K-/ here represents the class of velar stop initials in Old Chinese, i.e., /k-/,
/kB-/ and /g-/.
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was shortened to a single syllable in speech, it came to be written by
the graph #i—originally a morphogram for *m-/k/’ap ‘to cover, but here
undergoing desemanticization to act as a phonogram. As the traditional
morphographic spelling with two graphs would have been decoded by
readers as the linguistically conservative form, the change in pronun-
ciation could only be highlighted by devising a distinct phonographic
rendering. Such transitions typically involve the ad hoc desemanticiza-
tion of morphograms that were not in productive use as phonograms in
other contexts. Therefore, even if the resulting spellings can only be
explained via a transition from morphogram to phonogram, they might
eventually be reanalyzed as being morphographic in nature (also cf. sec-
tion 3).

While there is not necessarily a clearly delimited set of graphs exclu-
sively employed as phonograms in the modern Chinese writing system,
there are nonetheless a number of graphs that appear particularly of-
ten in phonographic use. For this reason, analyzing t1: for sashi ‘bus’
as a string of two phonograms and not reanalyzing them en bloc as a di-
graphic morphogram may be a valid approach as both &£ and 1 are fre-
quently used in phonographic spellings for the syllables b2 and shi re-
spectively (Kashima, 1993, p. 18). The dividing line between the two
analyses as a digraphic morphogram and as two phonograms is not nec-
essarily clear-cut, however, thus hinting at the difficulties involved in
classifying graphs in an either/or approach (see section 4 for more on
this issue).

Transitions from morphograms into phonograms do not only oc-
cur sporadically on an ad boc basis, but often also on a larger scale
and more or less systematically, leading to the creation of entire sets
of phonograms. A well-known example is the emergence of the Old
Japanese inventory of phonographically employed sinograms known as
man’yogana J1 %A%, the precursor to the later hiragana and katakana. Sim-
ilar developments involving large-scale transitions from morphograms
to phonograms can also be seen in a number of other writing systems
such as Egyptian hieroglyphs, Mayan (Mora-Marin, 2003) and a num-
ber of cuneiform-based systems (Boltz, 1994, pp. 12-13; Coulmas, 2003,
pp- 173-174, 176-178; Handel, 2019, p. 46 among many others).

3. Transitions From Phonograms to Morphograms

In principle, morphograms can at any given time be desemanticized and
employed as mere phonograms due to their inherent phonological value
deriving from the morphemes they are associated with. Transitions of
this type may appear as being more natural than the reverse, but tran-
sitions of phonograms to morphograms are likewise well attested—even
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if the conditions appear to be much more heterogeneous (Matsumoto,
2017, p. 102).

As we have already observed in Figure 2, an expanded version
of which is given below as Figure 3, the graph H originally writing
*k(r)s ‘winnowing basket’ (1) was first borrowed to write (near-)homo-
phones, notably including the high-frequency function word *g ‘3rd
person possessive pronoun’ (2a/b). This latter usage was eventually
conventionalized—i.e., the graph came to be firmly associated with that
specific morpheme (cf. the notion of resemanticization in Handel, 2019,
pp- 38—39)—so that the graph was reanalyzed as a morphogram (3). This
conventionalization is precisely what marks the transition from phono-
gram to morphogram. It is worth noting that the low-frequency word
the graph H had originally been devised for, i.e., *(7)2 ‘winnowing bas-
ket,” has given way to *gs ‘3rd person possessive pronoun’ and came to be
written by the separate character ¥, created by combining the original
H with the taxogram 7T ‘bamboo.’

(2a)
*k(1)o
o ‘winnowing basket’
- /K(r)a(s)/
(e.g., /ko, kP9, g9, .../)

e ~

™ €))
*k(1)o *g9
= | ‘winnowing basket’ 7= ‘3p. poss. pron.’
(o)

/K(r)a(s)/
= (e.g., /ka, kMo, g9, .../)

FIGURE 3. Example of a transition from morphogram to phonogram and back

For another example we may turn to the modern Japanese writing
system. Before the orthography reform of 1946, the biragana 7 was in
common use as a phonogram for /o/ (originally /wo/, but the phonemic
distinction between the two had long been lost). However, as part of
the reform, it was decided to restrict the use of this graph to write /o/
only in the case of accusative =0 (and replacing it with ¥ in any other
instance of /o/). By this deliberate decision, the original phonogram
% was essentially turned into a morphogram, as has repeatedly been
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noted in the literature (see, e.g., Kono, 1977, p. 19; Tranter, 2013, p. 21;
Matsumoto, 2017, p. 103; Handel, 2019, 208, n. 54).

A yet different type of semanticization of phonograms can be ob-
served in the Classic Mayan writing system (Matsumoto, 2017). Here,
we find originally mixed spellings of morphograms accompanied by
phonograms acting as phonetic complements to be reanalyzed en bloc
as morphograms. These morphograms are in turn supplied with addi-
tional phonetic complements with the same sound value as the original
phonograms, which are interpreted as having undergone ‘orthographic
semantization.” Whereas this type of reanalyzed mixed spelling occurs
system-internally in Classic Mayan, the same phenomenon can be ob-
served across writing systems in the adaptation of mixed Akkadian and
Sumerian spellings in Hittite cuneiform, in which complexes of mor-
phograms together with phonetic complements are likewise borrowed
and reanalyzed ez bloc as a single polygraphic morphogram (ibid., p. 103).

One of the most intriguing cases of transitions to morphograms is
that of so-called Aramaic heterograms in Middle Iranian languages.'? In
Sogdian, for instance, the word yriw ‘neck, body’ could be written either
phonographically or morphographically:*® In the former case, the Sog-
dian pronunciation of the word in question is spelled out in the Aramaic-
based Sogdian script, namely as <yr’'yw> (cf. Figure 4; see the first word
in line 6).' In the latter case of a morphographic notation, however, the
word is written in the same script, but in a way that does not reflect its
pronunciation in Sogdian at all. Instead, the ‘heterogram’ <CWRH>
(see lines 2 and 3, near the end and beginning respectively) is based on
the pronunciation of the word’s translation equivalent in Aramaic, i.e.,
swr-h ‘his neck.” A hypothetical example for the sake of an analogy would
be to borrow the spelling <corpus>—that is, originally a phonographic
spelling of the Latin word corpus ‘body’—and write this string of letters

12. The term ‘heterogram’ has a long history in the field of Middle Iranian studies
(see already Junker, 1911, who posits the terminological pair of ‘heterogram’ versus
‘eteogram’), but it has subsequently also been applied to comparable phenomena in
other writing systems, including cuneiform-based systems such as Hittite, Palaic, and
Luwian (Kudrinski and Yakubovich, 2016; Kudrinski, 2017). The use of sinograms to
(also) write native morphemes in the Japanese writing system has similarly repeatedly
been likened to the use of heterograms in Middle Iranian languages (e.g., Kono, 1977,
p- 20; Sproat, 2000, pp. 187—-188, Sproat, 2016, p. 32; Lurie, 2011, p. 360, Lurie, 2012,
p- 181). Note also the treatment of Japanese, Akkadian and Middle Iranian together
in a chapter on “Words and Heterograms” in Daniels (2018, pp. 99-108).

13. The example is given here based on Yoshida (2001, p. 551), Yoshida (2016, sec-
tion “Scripts, orthography, and basic phonology”) and Yoshida (2013, pp. 158-163),
the latter of which also provides an edition and translation into English of Pelliot
sogdien 20.

14. Note that aleph <’> preceding yodh <y> serves as a long vowel marker, making
the spelling a straightforward phonographic representation of yriw.
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in order to represent the English word body in an English-language text.
One might also extend the analogy to include Latin-based abbreviations
in English, such as <e.g.> (on which see further below; also cf. Rogers,
2005, p. 124).

FIGURE 4. Specimen of a Sogdian text featuring heterograms'®

In terms of typology, we are clearly dealing with a morphogram in
Sogdian, as no reasonable phonographic mapping of <CWRH> onto
yriw is possible. Apart from isolated chance correspondences, Sogdian
sounds and the constituent graphs of Aramaic-based heterograms sim-
ply do not match. In Aramaic on the other hand, the spellings under-
lying such heterograms allow for a phonographic mapping. We may
note, however, that owing to the nature of the Aramaic writing system as
an abjad, these spellings go beyond plain phonography: Spellings alone
are not necessarily sufficient to arrive at the pronunciation of a given
morpheme. Instead the reader requires morpheme-specific knowledge
about the conventional correspondence of written and spoken forms.
The spellings in Aramaic are thus already morphonographic in nature.'®

The essentially non-phonographic nature of heterograms is under-
lined by the observation that the Aramaic spellings may contain certain
anomalies, for instance letters in inverted order, the reduplication of let-
ters, or the interchange of look-alike letters (see Shaked, 1993, pp. 76—
77 for examples from Middle Persian). As morphonographic spellings in

15. Bibliothéque nationale de France, call no. Pelliot sogdien 20, lines 1-6. View-
able online at: https://gallica.bnf.fr/ark:/12148/btvib8305804s.

16. Of interest in this context is the positioning of abjads on the continuum from
‘pure phonography’ to ‘pure logography’ as outlined by Unger (2004, p. 30): “Arabic
and Hebrew, which usually omit vowel signs, have fewer such irregularities but re-
quire you to fill in a lot of phonological information on the basis of your knowledge of
the structure of the language; hence, they are even less phonographic [than English
and French].”
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Aramaic, the exact identity of each letter may have been eminently im-
portant, but not so anymore after the string of graphs has been borrowed
into the writing system of a different language, in which it is treated en
bloc as a morphogram and corresponds to the translation equivalent of
the underlying Aramaic expression.

Against this backdrop of heterograms in Middle Iranian languages,
it is worthwhile to reconsider the abundance of abbreviations in
(mor)phonographic and specifically alphabetic writing systems—which
at least when borrowed into other languages again yield clear-cut mor-
phograms. When abbreviations are formed within a writing system, on
the other hand, traces of a phonographic mapping are still evident to
varying degrees. Yet, owing to the fact that morpheme-specific knowl-
edge is indispensable to get from spelling to pronunciation, the result-
ing spellings are morphonographic (if not already morphographic) in
nature.

The typological status of abbreviations is not easy to determine, as
they do not only involve incomplete (mor)phonographic mappings, but
also feature non-(mor)phonographic elements. For instance, the letter
<r> in the abbreviation <Mrs.> makes perfect sense in a diachronic per-
spective, as missus derives from mistress. Synchronically, however, it does
not correspond to the phoneme /r/ anymore, which has fallen victim to
consonant cluster simplification over the course of time. One might re-
sort to calling <r> a silent or mute letter in this case, but the situation
would be the same: Unlike <M> and <s>, <r> alone is not mapped onto
any linguistic unit anymore. Original digraphs are likewise often re-
tained only partially in abbreviations, thereby yielding otherwise unat-
tested correspondences under a strictly phonographical interpretation.
Consider, for instance, <bldg.> for building, in which the first half of the
digraph <ng> /n/ is lost, or even <smtg> for something, which in addi-
tion to the first half of <ng> /n/ also omits the second half of the di-
graph <th> /0/. Under normal circumstances, i.e., from the perspective
of standard orthography, *<g> for /n/ is just as invalid a correspondence
as *<t> for /0/ is.

Abbreviations may also involve elements that do not even relate to a
phonographic mapping in historical terms. Examples such as <Mrs.> or
<bldg.> contain a period <.> as a clearly non-phonographic element at
the end. In contractions such as <int’l> for international or <cont’d> for
continued an apostrophe <’> serves a similar non-phonographic function.
Especially in pre-modern usage, a number of other abbreviation marks
were used as well, including for instance overbars and tildes (for the lat-
ter see, e.g., the abbreviation for deus treated further below). Another
phenomenon that has a long history but is also still observed today is
the systematically employed iconic doubling of the final letter of pre-
existing abbreviations to represent plurals, as in <exx.> for examples or
<pp.> for pages. The same means is also employed for superlatives, as
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in <f> for fortissimo or <pp> for pianissimo. It goes without saying that
the second instance of the doubled letters does not correspond to any
phoneme at any point in time. At best, the repeated letter may be taken
to function as a morphogram for a plural or superlative suffix. If we fol-
low the lead of Gelb (1963, p. 16), we might even count as morphograms
such abbreviations as <m> for meter, mile or minute—i.e., abbreviations
that could also still be interpreted as incomplete (mor)phonographic
mappings.'’

Entirely clear-cut, on the other hand, is the typological status of ab-
breviations when borrowed from one writing system to another and
eventually read out as the translation equivalent in the recipient lan-
guage. Cases such as the Latin-based <e.g.> (exempli gratia ‘for the sake
of an example’) or <i.e.> (id est ‘that is’) corresponding to for instance and
that is in English have to be treated as morphograms similar to the afore-
mentioned heterograms in Middle Iranian languages. Neither case in-
volves a phonographic mapping between the spelling as found in the
donor language, and the phonological form of the corresponding item
in the recipient language.

FIGURE 5. Roman-based abbreviations in the main text of Guia do pecador'®

The treatment of abbreviations borrowed from other languages as
morphograms is even more apparent in cases involving writing sys-

17. Or in Gelb’s (1963, p. 16) own terminology: “Alphabetic signs” that “function as
words.” His list of examples further includes cases containing periods <.> as well as
Latin-based abbreviations such as <e.g.>, which will be treated next.

18. Guia do pecador (1599), copy in the possession of the Bibliothéque nationale de
France, call no. Japonais 312, vol. 2, f. 12r. Viewable online at: https://gallica.bnf.
fr/ark:/12148/btv1ib10508361v/£37.
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tems based on different scripts. Figure 5 shows a passage from the
Guia do pecador (1599), an adaptation in Japanese of Luis de Granada’s
(1504-1588) Guia de pecadores, as printed at the Jesuit Mission Press in
Japan. Here as well as in several other contemporary Jesuit sources
from _'[apan,19 the four Latin-based (and, as far as the use of <x> for
Christ is concerned, in turn partly Greek-based) abbreviations <dl> (for
Japanese deusu < Latin deus), <JS$> (Jezusu < Portuguese Jesus), <JX>
(Jezu Kirishito < Jesu C(h)risto) and <X> (Kirishito < C(h)risto) are frequently
met with (see Figure 6). Such abbreviations are clearly treated as one
graphic as well as functional unit each, on par with the morphographi-
cally employed Chinese characters.

FIGURE 6. Roman-based abbreviations in Guia do pecador®®
4. Gray Areas and Indeterminable Cases

While it is common nowadays to address overall writing systems as be-
ing typologically mixed—or put differently, as featuring both a phono-
graphic and a morphographic subsystem—it seems often to be taken for
granted that specific graphs or strings of graphs can clearly and unmis-
takably be assigned either to the class of phonograms or to the class
of morphograms. In fact, however, there are gray areas in which the
typological status of a given graph (that is, is its use phonographic or
morphographic in a specific context?) is disputable, if not entirely inde-
terminable.

The existence of such gray areas may be largely irrelevant for the
trained reader, but it often clashes with the approach of modern tran-
scriptions of pre-modern Japanese texts for instance, which usually imply

19. Some or all of these four abbreviations are also featured in other later prints
produced by the Mission Press, namely Doctrina Christam (1600), Doctrine Christiane
rudimenta (1600), Contemptus mundi (1610) and Fidesno quid (1611). Even before their
first appearance in print they had already been used in manuscripts (see Popescu,
2004 for examples).

20. Guia do pecador (1599), copy in the possession of the Bibliothéque nationale de
France, call no. Japonais 312, appendix to vol. 2, f. 9v. Viewable online at: https:
//gallica.bnf.fr/ark:/12148/btv1ib10508361v/£178.
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clear-cut two-way or even more fine-grained distinctions: either in kana
vs. Chinese characters as phono- and morphograms respectively, at least
by and large, or also in Romanizations, using for instance lower case for
phonograms, and UPPER CASE or SMALL CAPS for morphograms.

In today’s usage, there is a clear-cut visual distinction corresponding
with a functional distinction most of the time. Therefore, even with an
untrained eye it is easy to distinguish between #& as a kana writing the
syllable /mi/ as a phonogram, and % as a Chinese character writing the
stem of the verb miru 5% ‘to see’ as well as the beginning portion of
the stems of its derivatives mise.ru ¥ % ‘to show’ and mie.ru X % ‘to be
visible, to look like’ as a morphogram. In pre-modern times, however,
the syllable /mi/ was alternatively written with a number of different
phonograms (retrospectively known as bentaigana Ze/K{ % ‘variant kana’)
including 2, which etymographically speaking is simply a cursivized
form of the above-mentioned character 5. Thus, when we look at cur-
sively written texts—which was common both in manuscripts and prints
up until the late 19th century—, there is at times no visual distinction
between phono- and morphograms.

Consider the following set of examples taken from a 17th century
print, more specifically a cookbook bearing the title Rydri monogatari FIB
Yish (1647). Cursive X appears a number of times throughout the text,
including clear-cut cases in which it serves as a phonogram and others
in which its exact function is less obvious or even indeterminable.

mikaN Sui-mi-sooroo.te miy.uru
‘mikan (citrus fruit)’ ‘take a sip and see’ ‘looks like’
(44v,1.3) (52r,1. 8) (38r,1. 4)

FIGURE 7. Several instances of 2 in a 1647 print?!

In the left-most example in Figure 7 the graph in question writes the
first syllable of the word mikan ‘mikan (citrus fruit).” The form mikan is
a slightly reduced variant of earlier mikkan % ff, unmistakably a Sino-
Japanese loanword having nothing to do with the above-mentioned na-

21. Ryori monogatari RIELYIEE (1647), copy in the possession of Kyoto University,
Main Library, Tanimura Collection %4 3J#, call no. 9-69/V /1. Viewable online at:
https://rmda.kulib.kyoto-u.ac.jp/item/rb00012373
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tive verbs for ‘to see,” ‘to show,” or ‘to be visible’—or with ‘seeing’ in gen-
eral for that matter. This is thus an unambiguous instance of 2 as a
phonogram and accordingly it would typically be transcribed by the cor-
responding modern standard kana, i.e., % /mi/, to yield &M A for mikan.
The example on the right is quite different, as it involves the attributive
form miy.uru of the verb miy.u ‘(here:) tolooklike,” the precursor of modern
mieru referred to above. In this case, 2 can therefore be conceived of in
two ways: again as a mere phonogram for /mi/, but also as a morphogram
for the verbin question. In a modern transcription the result would likely
be R %, opting for the latter interpretation, but purely phonographic #
% cannotbe ruled outeither. The example in the middle may be taken to
lie somewhere in between the other two cases: While suz-mi-sooroo.te ‘take a
sip and see (what the taste is like), try taking a sip’ does involve the verb
mi.ru as its second element, it is not used here in its visual sense of ‘to see.’
Instead, miruas used in verbal compounds of the structure V+mi.ru ‘try do-
ing V' (corresponding to modern V+Te mi.ru) is commonly interpreted as
an auxiliary verb. Even if the underlying full verbs are written sinograph-
ically on aregular basis, auxiliaries as their derivatives are typically writ-
tenin kana in modern standard orthography. The involvement of the verb
mi.ru may therefore suggest a transcription as 3 U H:f# T in parallel to R
%, but a modern transcriber influenced by current orthographical prac-
tices might lean towards a phonographic interpretation of 2, yielding 9
O &% T instead. In a modern transcription you are forced to make a de-
cision in an either/or fashion, but the functional distinction is not neces-
sarily as clear-cut in the original as such a transcription may suggest.
Similar difficulties are also common in Old Japanese, as one and the
same graph was often used either as a phonogram or as a morphogram
on different occasions, typically without any visual distinction.?> In
modern editions and other scholarship on the relevant texts, Roman-
izations of Old Japanese often not only reflect a specific understanding
of the language’s phonology and, depending on the case, also provide
a morphological analysis—they at times also indicate whether a given
linguistic element in a text is written by means of phonograms or mor-
phograms, or whether it is not reflected at all in writing.?®> For phono-
grams a further distinction may be made, depending on the exact type

22. A well-known exception to this general lack of a visual distinction is found in
the mode of inscription known as senmyo-gaki Eind (lit. ‘writing style of the edicts’),
making use of half-size versus normal-size graphs, corresponding by and large to
phonograms versus morphograms respectively.

23. This latter category of unwritten elements is often not distinguished from
morphographically encoded elements in Romanizations. A notable exception is the
scheme employed in the Oxford-NINJAL Corpus of Old Japanese (available online
at https://oncoj.ninjal.ac.jp/): Here, unwritten elements are transcribed in lower
case letters just as morphographically written elements are, but only the former are
additionally marked by underlining.
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of phonogram involved: so-called ongana 5% (with sound values ulti-
mately deriving from some variety of Chinese) or kungana il{ix% (with
sound values deriving from Old Japanese morphemes associated with a
given graph when used as a morphogram). While this may seem cum-
bersome at first, such precision in Romanizations is arguably well jus-
tified in the case of the 8th century poetic anthology Man’yishi Jj ¥4
due to the diversity and complexity seen here in terms of the modes of
inscription.

The intricacies involved in such approaches to Romanization are best
illustrated by a concrete example. Below we quote poem no. 70 from
book I of the Man’yoshi together with two transcriptions and the corre-
sponding translations. The one given on the right is taken from a recent
scholarly edition of the text (Vovin, 2017), the one on the left from an
entry in Bentley’s (2016) dictionary of Old Japanese phonograms.

TABLE 1. Two modern transcriptions of Man’yosh# 1/70 in contrast

(1) IR YAMATO ni P4 YAMATO-ni pa

(2) REsR KLk NAKITE KA KUramu NAK-I-TE ka K-Uram-u
(3) WLFLSS YWOBU KWODORI YOmB-U k6-"-DORI

(4) &7y24rhil KISA 10 NAKAYAMA KISA-NO NAKA YAMA

(5) MR

YWOBI s0 KWOYU naru

Are they coming / to Yama-
to as they call out? /I can
hear the calling bird chicks /
as they call out and fly over
/ the mountains of Kisa.

(Bentley, 2016, p. 105)

YO™B-i s6 KOY-U-nar-u

(3) Calling small bird,

(2) would [it] come crying
(1) to Yamatd? (5) They say
that it is [now] calling and
crossing over (4) Elephant
mountain [in the] middle.

(Vovin, 2017, p. 159)

It is apparent at first sight that there are substantial differences be-
tween the respective Romanization schemes employed, in the degree
and details of the morphological analysis, as well as in the interpreta-
tion and translation of the poem. These differences do not, however,
concern us here. It is important to note though that while Vovin distin-
guishes between ‘logograms’ (i.e., morphograms) vs. phonograms only,
transcribing them using upper case vs. lower case letters respectively,
Bentley in fact has a tripartite division: ‘Logograms’ are given in small

24. Most modern editions (Nihon koten bungaku taikei, Shinpen Nihon koten bun-
gaku zensh@ among others) have /Y as an ongana-type phonogram for /no/ here. This
is also true for the text as quoted and transcribed in Bentley (2016, p. 105). Vovin
(2017, p. 159) on the other hand follows Kinoshita (2001), who has .Z as a morphogram
for =no ‘attributive’ rather than J). The difference in transcription between Vovin and
Bentley does thus not derive from a difference in interpretation.
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caps, while phonograms are written in lower case (ongana) or upper case
letters (kungana), depending on the exact type.

Of special interest here are the three characters marked in gray,
which are as follows together with the relevant morphemes they are as-
sociated with in Literary Chinese: zbé # ‘topicalizer,” y# # ‘interrog-
ative,” and ér 5 ‘child.’ In the poem quoted above they are employed
to write the meaning- or function-wise equivalent Old Japanese mor-
phemes =pa ‘topicalizer,” =ka ‘interrogative,” and kwo ‘child’ (which in
Vovin’s analysis, however, is interpreted as a prefix kwo- ‘diminutive’
deriving from the noun kwo ‘child’ etymologically and written as k0 in
his Romanization scheme). Now, Vovin’s transcription uses lower case
letters in all three cases, indicating an interpretation as phonograms.
Bentley on the other hand only considers { to act as a phonogram here
(more specifically as a kungana), but interprets the other two graphs as
‘logograms.’?®

Even in the only case in which the two interpretations coincide, the
exact reasoning behind them is unclear. Inventories of bentaigana typ-
ically list £ /ha/ (from earlier /fa/ < /pa/) and # /ka/,*® but while
these cursive forms of % and (to a much lesser extent) of # are at-
tested in later times, this is strictly speaking irrelevant for their status
within the Old Japanese writing system. In his entry for the phonogram
ik /ka/, Bentley (2016, p. 105) even notes that “while there are a large
number of examples, they all seem to be transcribing the question par-
ticle k2.” Indeed, ¥ is virtually limited to writing interrogative =ka in
the Man’ydshi,>” which in view of its Chinese model yi  ‘interrogative’
strongly suggests an interpretation as a morphogram. For a convincing
argument in favor of an interpretation as a mere phonogram, we should
at least expect the same graph to write the syllable /ka/ in various dif-
ferent contexts, regardless of the respective meaning of the morphemes
involved. As long as that is not the case, the situation here with f{ is no
different from other cases of morphograms with similar Chinese models,
whether in the poem quoted above or elsewhere.

25. In fact, the situation is even more complex than the comparison of this single
poem suggests, as Vovin does interpret # as a ‘logogram’ for =pa on other occasions.
See, e.g., poems I/2 and I/16 in the same volume (Vovin, 2017, pp. 21, 67).

26. See, e.g., Kana Study Group (1988, p. 14) or Ijichi (1986, p. 6) among various
others.

27. Apart from 1/70, i for =ka is attested in III1/331, IV/497, 511 as well as more
than a dozen other cases in the anthology. The only apparent exception to this is
found in poem XVII/3909, where =moga ‘desiderative’ is written as SEM. In the light
of the fact that =moga has been proposed to etymologically derive from =m0 ar.an.u=ka
(see Rickmeyer, 1986, p. 210), which is convincing on phonological, morphosyntactic
as well as semantic grounds, this apparent exception still involves =ka. Also cf. Ono
(1977, p. 336, etc.) who does not posit i /ka/ as a kungana at all in the Man’ydshi.
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The case of ¥ is slightly different, as the graph is already attested as
a phonogram for /pa/ in the Old Japanese corpus, albeit only as an ex-
ceedingly rare one. For the Man'yoshi itself Bentley (2016, p. 276) cites a
single example (in poem XVI/3800)—and according to the detailed data
provided by Ono (1977, pp. 581, 586) this is indeed the only instance to
be found in the entire anthology. In inventories of Old Japanese phono-
grams it is likewise not listed for any other of the received texts from that
period (see, e.g., Omodaka, 1967, p. 899). In more casual contexts such
as writing on wooden tablets (mokkan AKfij) # /pa/ appears to have been
somewhat more widespread,’® and this might be what formed the basis
for the rapid increase in attestations (especially of the above-mentioned
hentaigana * based on #) in the centuries to come. In any case, clear-cut
attestations of % /pa/ as a kungana are exceedingly few in number, while
instances of # to write =pa ‘topicalizer’ and (etymologically or function-
ally) related morphemes abound. The fact that this use is well in line
with its Literary Chinese model of zhé # ‘topicalizer’ again suggests an
interpretation as a morphogram in the vast majority of cases, including
the one in poem I/70 quoted above. Similar observations apply to the
case of Fi, the details of which we may however skip here.

In the end it thus seems most appropriate to regard all three graphs
marked in gray as morphograms in the poem in question, but the point
here is not to discuss right and wrong—what is far more important here
is what has led to the disagreement between Bentley and Vovin (and our
own view as outlined above), namely the inherent ambiguity in the Old
Japanese writing system and the ample room for diverging interpreta-
tions it thereby provides.

By far not all functional morphemes in Old Japanese could as easily
be written morphographically as was the case with =pa and =4a in the
preceding example, for which obvious Chinese models suggested them-
selves. In a quite different fashion, certain Chinese characters such as
BS—morphographically writing the word kamo ‘duck’ in the first place—
were used to write homophonous functional morphemes, in this case the
exclamatory particle combination =ka=mo. Consider the set of examples
from the Man’yoshi belonging to this type in Table 2, all involving disyl-
labic words.?’

These derived spellings for functional morphemes are typically clas-
sified as phonograms or more precisely as kungana (see Wenck, 1954,

28. See the Wooden Tablet Database of the Nara National Research Institute for
Cultural Properties, e.g., entries https://mokkanko.nabunken.go.jp/ja/6ACCNH18000104
(one of the many tablets featuring the Naniwazu poem, with H# 4% for pana ‘blossoms’)
or https://mokkanko.nabunken.go. jp/ja/6BFKBR43000001 (with AR for kup.am.u=ya
‘shall I/we eat?’).

29. The number of attestations of each usage in the Manyoshi is taken from Yoshi-
oka (2019, pp. 28-34).
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TABLE 2. Typologically disputable spellings of functional morphemes

Graph Original value Attestations Derived value Attestations
s kamo ‘duck’ 21 =ka=mo ‘exclamation’ 318
JiE nipa ‘garden’ 20 =ni=pa ‘dative + topic’ 41
v tani ‘valley’ 4 =dani ‘even (as little as)’ 67
=4 tutu ‘pipe’ 0 -tutu ‘iterative’ 84

p- 51; Vovin, 2017, p. 9, among many others), which is however debat-
able: Disyllabic sound values such as /kamo/ or /nipa/ are too specific
in terms of pronunciation to spell any substantial number of other mor-
phemes or strings of morphemes than those given above, such as the
particle combinations =ka=mo or =ni=pa. The phonographic use in such
cases is thus naturally confined to a single morpheme or a single string
of morphemes (compare this to the deliberate narrowing of the use of %
for nothing but =¢ ‘accusative’ in the modern standard orthography, as
discussed in section 3). It is precisely due to the limited productivity
of such phonograms that a re-analysis as morphograms suggests itself.
This is further supported by the fact that the above-mentioned charac-
ters are in fact much more often used in their derived values than in
their original values, at least as far as the corpus of Old Japanese poetry
is concerned. While strictly speaking irrelevant for the Old Japanese pe-
riod, it is also worthwhile to note that the same association of, e.g., IS
with =ka=mo is still observed in manuscripts of later poetic anthologies,
most prominently of the early 10th century Kokin waka-shii % HIk#E.30
Our final example in this section pertains to certain renderings of
proper nouns that go back to Old Japanese times but are still current
today—and which likewise pose difficulties for distinguishing phono-
grams from morphograms. Consider the following toponym spellings:
Awa (< Old Japanese Apa) Fifil%, Izu (< Idu) 1, Iga 1, Ise 1134, Kaga fin
2, Mino (< Minwo) i, Nara 23E, Noto A¥, etc. All of these spellings
consist of what used to be commonplace phonograms in Old Japanese,
so that syllables in any word could be written using these graphs: Fi
for /a/, Il for /pa/, etc. At the same time, they were conventionalized
as official spellings from early on, many already in the 8th century. In
other words, the first half of the name Apa, for example, came to be writ-
ten by B /a/—and therefore not by % /a/, another commonplace phono-
gram for the same sound value. Wherever the inventory of common-

30. For =ka=mo W see, e.g., poem 1I/121 in the Gen’ei JG/K manuscript, or poem
IX/406 in the Sujigire ffi¥] fragments of the Kokin waka-shi, both dating from the 12th
century.
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place phonograms provides more than one option for a given syllable,
the morphonographic nature of these spellings becomes obvious: The
choice between [l vs. % /a/, & vs. It /se/, B vs. Ik /ga/ etc. is clearly
determined on a name- and thus morpheme-specific basis.

The typological status of these graphs later changed as a side-effect of
the replacement, approximately in the 9th century, of full phonograms
with simplified ones as in the modern katakana (77 /a/ < B, etc.) and hira-
gana (& /ha/ < J%, etc.). Even during and after this change, the toponym
spellings remained unchanged—and in fact they remain unchanged up
to the present day in these cases. Graphically speaking, they thus still
preserve traits of the Old Japanese writing system, in which phonograms
and morphograms were both clearly sinographic and not yet visually
distinct. What does this mean for our interpretation of a spelling such
as P for Awa today? As neither of the two graphs is in general use as a
phonogram anymore, the only two options are to view the spelling as be-
ing morphonographic (i.e., still involving a phonographic mapping, but
with a name-specific choice of phonograms) or as being en bloc already
morphographic in nature. The decision between these two options es-
sentially depends on whether we posit a phonographic subsystem in the
modern Japanese writing system that is chiefly used for proper nouns
(see section 5 for examples involving personal rather than place names)
and relies on sinograms rather than biragana or katakana. Without as-
suming such a phonographic subsystem, spellings such as those quoted
above could only be interpreted as digraphic morphograms.

5. Semantically Motivated Phonograms

In writing systems featuring both phonograms and morphograms with
overlapping inventories of signs, as for instance in Chinese and Japan-
ese (especially in its earliest stage), phonograms are not necessarily alone
chosen with regard to the best possible fit in terms of pronunciation. Far
from discarding potential meanings altogether, considerations of seman-
tics may play—and have often played—a significant role as well. The phe-
nomenon of semantically motivated phonograms is less often observed
for practical writing in ordinary contexts. It instead seems to be partic-
ularly prevalent in phonographic representations of proper nouns or in
ambitious modes of inscription asreflections of artistic expression, e.g., in
poetry. The prerequisite for this is the open-ended nature of the phono-
graphic subsystems in these cases, as in theory any morphogram asso-
ciated with a morpheme that provides a sufficiently close match for a
given pronunciation can be turned into a phonogram for the latter. Es-
pecially with laxer standards as to the precision of the phonetic match,
there are thus typically at least a few candidates available for each sound
value. At this point, the circumstances succinctly summarized by Han-
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del (2019, p. 36) take effect: “Because a morpheme, by definition, has both
phonological shape and semantic content, each Chinese character has,
for users of the script, one or more associated pronunciations and mean-
ings, namely those of the morpheme(s) that it normally writes.” Each
graph is therefore equipped with the potential of specific semantic allu-
sions on top of having a certain sound value. Such cases of semantically
motivated phonograms thus clearly depend on—and would be unthink-
able without—the morphographic use of the same graphs in other con-
texts, but they must be distinguished from actual morphograms, as will
become apparent from the examples discussed in this section.

Our first set of examples is again taken from sinographically written
Old Japanese of the 8th c. Inelaborate, playful modes of inscriptionas seen
in the aforementioned poetic anthology Manyoshi, some phonograms are
clearly semantically motivated, as various scholars have pointed out (see
Wenck, 1954; Ono, 1957; Wittkamp, 2009 among many others). For in-
stance, graphs that in other contexts are used as morphograms for cer-
tain words are at times also employed as phonograms to write a portion
of precisely these words. Consider the first case given in Table 3 below:
The character X is well attested as a morphogram for kapyer.u ‘to return,’
but it also occurs together with other phonograms to spell the same word,
phonographically. In the latter case the character merely represents a
single syllable of that word, namely /pye/. A comparison with the Mid-
dle Chinese sound value of the graph, i.e., puan’, further shows that I is
not even a particularly good phonetic match for /pye/, but arguably the
semantic match made up for the discrepancy in sound.?! It is therefore
hardly coincidental that JX /pye/ and the other phonograms listed below
show a skewed distribution and, depending on the case, either rarely or
never occur to write the indicated syllables in any other words.

In other cases, the semantics do not match entirely, but instead spe-
cial phonograms are used for allusions to related words, thus adding
a layer of meaning. A case in point is the spelling fiZ% (Middle Chi-
nese ko-pi) for the verb form kwopwi ‘longing’ and etymologically related
words.?> These phonograms are again virtually limited to writing the
syllables /kwopwi/ in the same small set of closely related words over
and over again. It therefore does not only seem safe to assume that
their choice is intentional, readers are even almost forced to recognize
their semantic allusion to being ‘alone and sad.” However, not all cases
are as straightforward as this one—and there is but a fine line between

31. The (Early) Middle Chinese reconstructions provided here and in the following
are taken from Pulleyblank (1991).

32. In the Man’yoshi the two graphs are attested as a spelling of kwopwi as a verb
form (I/67, IV/560, IX/1778, etc.), of kwopwi ‘longing’ as a deverbal noun (II1/325,
XV/3652, XVII/3929, etc.), and also in the related adjective kwopwisi ‘to be longing’
(XVI1/3957, 3978, 3987, etc.).



72 Sven Osterkamp, Gordian Schreiber

TABLE 3. Selection of semantically motivated phonograms in Old Japanese

Graph  Middle Chinese Old Japanese Attestations
3 puan’ ‘to return’ /pye/ in A ete. XV/3706, 3747, etc.
for kapyer.u ‘to return’

B t’aw’ ‘grass’ /sa/ in AK XIV/3530
for kusa ‘grass’

Hit di* ‘earth’ /ti/ in #ih V/812
for futi ‘earth’

Ji5 mai’/mer’ ‘horse’ /ma/ in F§ X1V/3537, 3538
for uma ‘horse’

i maj ‘plum’ /me/ in FHi V/843, 849, etc.

for ume ‘plum’

TABLE 4. Toponym spellings involving ameliorative connotations

Toponym Spelling Middle Chinese
Nara BHAR nefy ‘tranquil,’ lak Goyful’
Kuni M= kuawy ‘reverence,’ yzin ‘benevolence’
Yamato £ Jéay’ ‘to nurture,’ fok ‘virtue’

capturing allusions actually intended by the choice of phonograms and
randomly reading allusions into spellings conceived as purely phono-
graphic renderings void of a second layer of meaning.

As already mentioned, semantic connotations deriving from the mor-
phographic use of characters are especially common when it comes to
the spellings of proper nouns. This trend has a long history and can al-
ready be observed in what might be termed ‘imperial toponyms’ in 8th
century Japan: Nara (710-740, 745-784) and Kuni (740-744) are the
names of two capital cities, whereas Yamato is the name of the central
province comprising the former of these capitals, and after which the
early state in its entirety was also named. As Table 4 shows, such place
names were sometimes written in an auspicious manner, valuing ame-
liorative connotations over ideal phonetic matches.

If we interpret the graphs in these spellings as morphograms, they
would write words along the lines of ‘tranquil and joyful,” ‘reverence and
benevolence,” and ‘nurturing virtue.” It is important to note, however,
that this is #of what these names actually mean, and that no such mor-
phemes as *za ‘tranquil’ etc. exist in Japanese. The graphs are therefore
clearly not morphograms, but phonograms—even if we are dealing with
rough approximations of the intended pronunciations at best, as a com-
parison with the Middle Chinese sound values once again shows. The
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result is thus a deliberate compromise between ameliorative connota-
tions on the one hand and imperfect but tolerable phonetic matches on
the other. It is typical of such cases that most of the phonograms in-
volved are of an ad hoc nature, and thus unproductive in other contexts:
¥ /na/, 4% /ku/ and # /ya(ma)/, for instance, are not attested outside
the toponyms quoted above.

The field of toponyms is also of interest in so far as it is here that
we find the earliest reflection of an acute awareness of ameliorative and
other connotations in both toponyms as such and their spellings. Thus,
the notion of kgji #f7* ‘pleasant characters’ and kamei 3% ‘auspicious
names’ is already met with in 8th and 10th century sources respectively
(cf. Osterkamp, 2008 for details).

Situated time-wise in between the 8th century and today are tran-
scriptions from the context of the early Christian missionary activities
in 16th and early 17th century Japan. Consider the following transcrip-
tions of the name of Jesus Christ as used by Jesuit missionaries (Table 5).
Jezusu (< Portuguese Jesus) is written in a way implying ‘lord of the world,
master,” and Jezu Kirishito (< Jesu C(b)risto) likewise in a way implying as
it were ‘lord of the world, teacher of noble reason, who brings us across
(or rescues us).’

TABLE 5. Japanese transcriptions of the name of Jesus Christ, ca. 1600

Name Spelling Connotations
Jezusu 33 ‘world, lord, master’
Jezu Kirishito [ T B PR 34 ‘world, lord, noble, reason,

teacher, bring across’

In China, Jesuit missionaries came up with a different solution, but
one that equally involves certain connotations: The transcription Yesa Hi
fik yields ‘father’ and ‘to resurrect’ under a morphographic interpretation
(cf. Kojima, 1993). Whether in China or Japan, the choice of phonograms
in such cases is clearly everything but coincidental.

33. See, e.g., the 1585 letter (in Japanese with Italian translation) signed by the four
ambassadors making up the so-called Tensho embassy (Biblioteca Apostolica Vati-
cana, Borg.cin.536, line 1), or also the title page of some copies of Alessandro Valig-
nano’s Catechismus Christiane fidei (Lisbon 1586), printed slightly later in the same
context. At least the copies at the Liceu Passos Manuel, Lisbon, and at the Universi-
dad de Salamanca (call no. BG/26698) carry the names of Jesus and Maria on their
title page, written as 3% and P respectively.

34. Seen, e.g., in Vigeneére (1586,/1587: CCCXXXVTI; part of the additional pages that
are present only in a small number of copies, e.g., Bibliothéque nationale de France,
RES M-V-348), and again in Duret (1613; 1619, p. 921). Note also &% FFBLBT as a
transcription of Sancta Maria on the same page.
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So far, we have only addressed cases involving neutral or positive se-
mantics. However, the choice of phonograms may also be motivated by
pejorative or otherwise negative semantics. The various transcriptions
of the word kirishitan (< Portuguese C(h)ristdo) as a designation of the
early Catholic Christians in Japan are illustrative of the possible range
of allusions (Table 6).

TABLE 6. Transcriptions of the word kirishitan, ca. 1600 and beyond

Spelling(s) Connotations
Fairly neutral ELFZEs
Negative  SUFISZi, SUALLR, SURISERSS ‘demon’ ($), ‘death’ (3t)
Positive  EPRAMS, EPLE, EPE 86 ‘noble’ (&), ‘reason’ (F),

‘teacher’ (fifi)

First, there are spellings that qualify as fairly neutral. The first one
given here is what can still be found in modern dictionaries, it is also
found in the titles of scholarly publications, and so on. In order to
show one’s disdain for Christianity, for instance after the expulsion of
Christian missionaries from the country in the early 17th century, there
was a plethora of other ways of transcribing the same word. Some of
the attested variants involve phonograms implying—as in the examples
quoted above—‘demon’ or ‘death’ to write /ki/ and /si/ (shi). Christian
missionaries or converts on the other hand opted for totally different
spellings with positive connotations—similar to those we have already
seen above in the transcription of the name of Jesus Christ.

The preference of certain phonograms over others in the spellings
of names is, however, by far not limited to pre-modern times. Instead,
ameliorative connotations are still commonly met with in contemporary
Japan, notably for instance in the phonographic portions of spellings of
female personal names. Table 7 gives a selection of representative cases.

As before, it is important to stress that these are connotations implied
by the spellings, not the actual meanings of these names in etymological

35. For the first variant see, e.g., the preface to Kenkon bensetsu W3t (1656). The
latter two variants are found (together with a large number of other transcriptions
of interest) in Kirishitan bakyaku ronden WRESAGRZ (I/1r and 1/11v respectively),
dating from somewhat later in the second half of the 17th century.

36. For the most common variant, I5¥Efli%G, see Alpbabetum japonicum et exemplare
(Biblioteca Casanatense, Ms.2110; reproduced in Doi, 1963, see letter no. 24 on p. 284),
or also the 1620 letter addressed (in Japanese with Latin translation) by Christians
from Arima and other nearby places to Pope Paul V (Biblioteca Apostolica Vaticana,
Barb.or.152 (1); see line 5). The variant spellings i5¥E 4G and PGS are likewise
found in these two sources: see letter no. 26 in Doi (ibid., p. 286) and line 18 in the
1620 letter respectively.
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TABLE 7. Spellings of female personal names and their connotations

Name Spelling Connotations
Emiko HET ‘blessed and beautiful’
Kaeko k¥  ‘auspicious and eternal’
Michiko  E®T ‘beautiful and wise’
Mika PS ‘beautiful and fragrant’
Rie PR ‘reasonable and blessed’

terms. The essentially phonographic nature of these spellings is already
suggested by the fact that female first names up until the early 20th cen-
tury predominantly made use of hiragana or katakana (Bare$ova, 2016,
pp. 46—47, Baresovd, 2017, p. 42), but is also further supported by the
existence of many variant spellings: While the names remain the same
in their spoken form, different spellings may imply different ‘meanings.’
Most notably, such tendencies in the choice of phonograms also apply
to Western names current in Japan. A name such as Erika, for instance,
is found written in a multitude of ways including, but not limited to, =
PEAE (‘love, reason, flower’), Bifii{f: (‘blessed, jasmine, auspicious’) or BiHl
& (‘crystal, village, fragrance’; cf. BareSova, 2016, pp. 210, 215, 217). The
existence of entire guide books, not just for choosing a name as such, but
also an appropriate written representation of that name, likewise shows
a keen awareness of the connotations involved.

In the beginning of this section we have already noted that, in prin-
ciple, any morphogram can be turned into a phonogram. Therefore, it
comes as no surprise that semantically motivated phonograms in the
case of sinograms are by no means limited to Japanese, as discussed so
far in this section, but are likewise found, e.g., in the modern Chinese
writing system. An interesting case without immediate parallels above
is the existence of spellings for loanwords, which might be seen as be-
ing phonographic in nature, but at the same time lend themselves to
a morphographic interpretation. Consider, for example, the spellings
of wéitaming HEMAy ‘vitamin’ and ruolaji Hibik% ‘tractor’ as discussed by
French (1976, p. 114). While the spellings represent fairly acceptable
approximations of the words’ pronunciation in the donor language (or
its first half in the case of ‘tractor’), they might also evoke associations
such as ‘(that which) maintain(s) someone’s life’ or ‘drag-pull machine’
respectively. It is self-evident that considerations of both sound and
meaning are behind the coining of such spellings, which ultimately also
shape the phonological form of the loanword as such. Needless to say,
these are rather extreme cases for the involvement of semantic consid-
erations. In examples such as the afore-mentioned bashi I+ ‘bus,” which
hardly makes any sense when interpreted as (among other possibili-



76 Sven Osterkamp, Gordian Schreiber

ties) ‘to wish’ plus ‘scholar,” we can safely assume that the characters
were chosen based on considerations of sound alone. We are therefore
once more reminded of the fine line dividing graphs intended purely as
phonograms from semantically motivated phonograms.

6. Summary and Conclusions

Building upon an in-depth look at previous scholarship in the field of the
typology of writing systems with a focus on the taxonomies proposed and
respective terminology used, we have posited in section 1 two basic map-
ping typesin writing systems, namely morphographic and phonographic
mappings. Crucially, in our understanding of morphography as a map-
ping type between one or more morphemes and one or more graphs, mor-
phemes are seen as linguistic units having bozh: form and function, sound
and meaning. Phonographic mappings are further divided into two sub-
types, depending on whether or not morpheme-specific knowledge is re-
quired from the reader, the writer or both (asis, by definition, also the case
in morphographic mappings). We thus ultimately arrive ata tripartite di-
vision, with morphograms, morphonograms, and phonograms as the ba-
sic functional types of graphs or strings of graphs.

Transitions from morphograms to phonograms and vice versa as
treated in sections 2 and 3 are well attested in the process of script trans-
fer, but also within writing systems. The level of phonology can thus
be demonstrated to be everything but irrelevant to morphography and
morphograms. In order to explain, for instance, that phonograms are
developed on the basis of morphograms on a regular basis, the latter
must not be conceived of as graphs either “denot[ing] the meaning but
not the pronunciation of a morpheme” (Daniels and Bright, 1996, p. xlii)
or as “represent[ing] primarily the meaning (and sometimes secondar-
ily the sound) of one word or morpheme” (Taylor and Taylor, 1983,
p- 21). Instead, the label ‘morphography’ is to be taken at face value:
Morphographic writing systems are not just “meaning-based systems”
in contradistinction to “sound-based systems” (Cook, 2016, p. 6), but
morpheme-based systems instead.

Transitions from morphograms to phonograms were crucial in shap-
ing various writing systems throughout history, including but by far not
limited to the Chinese and Japanese writing systems, from which the
majority of examples in the preceding sections was taken. As we have
seen in section 3, semanticizations of phonograms and thereby transi-
tions to morphograms also occur regularly, even if on a smaller scale.
We have observed this phenomenon, for instance, with so-called hetero-
grams in Middle Iranian languages as well as with abbreviations, par-
ticularly when borrowed, e.g., from Latin to English. What these two
cases have in common is that some sounds are omitted already in the
donor writing system—whether in the Aramaic abjad or in the case of
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Roman-based abbreviations. As incomplete phonographic spellings re-
quiring morpheme-specific knowledge they were eventually borrowed
en bloc into other writing systems as full-fledged morphograms.

While transitions may thus occur in both directions, the typologi-
cal status of graphs or strings of graphs at a given time is not always
clear-cut, as we have seen in section 4. A solution taking into account
the respective productivity of graphs as phonograms seems possible at
first, but is only really feasible for both extremes: If a phonogram oc-
curs in the spelling of one specific morpheme or string of morphemes
only an interpretation as a morphogram appears appropriate. In con-
trast to this, a phonogram that occurs in the spelling of any number of
morphemes should be considered a phonogram. For cases in between
these two extremes, however, the situation is less clear, leaving us with
a large number of disputable or even indeterminable cases.

Our brief survey of a selection of semantically motivated phono-
grams in section 5 has shown that phonography is, despite what the
term itself suggests, not necessarily always purely related to the level
of phonology. Instead, the polyvalence of graphs being used as both
phonograms and morphograms on different occasions may lead to se-
mantic allusions based on their morphographic usage whenever they
are used as phonograms. Certainly not all such allusions readers may
‘identify’ in a given spelling are intentional in the end, but for a sub-
stantial amount of cases it is safe to assume so. Among the questions
to be explored in future research is the possibility of semantic allusions
in phonographic writing systems Jacking the above-mentioned polyva-
lence of graphs. Atleastin systems traditionally characterized as featur-
ing a deep orthography—in other words: systems involving morphono-
grams on a regular basis, thus providing conventionalized links between
specific spellings and morphemes—it is possible to achieve a similar ef-
fect by deviating from the conventional spelling of a given morpheme,
replacing at least part of it with a spelling associated with another,
(near-)homophonous morpheme. This may be illustrated by uncon-
ventional spellings along the lines of <eggceptional> and <eggcellent>
(also <egg-cellent>, <EGGcellent> etc.) for exceptional and excellent in
the context of egg recipes, Easter etc., or <amazeing>, <aMAZEing> or
similar for amagzing in the context of labyrinths. Here as with the other
phenomena addressed, further comparative research is needed.
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The Interdependence
Between Speech and Writing

Towards a Greater Awareness

Stefano Presutti

Abstract. This paper aims to understand how and why new digital media could
be useful resources for reaching a greater awareness of the complex relation-
ship between written and oral language. The study analyses this relation dur-
ing the diachronic evolutionary development of Western societies and its chang-
ing perception in Western thinking. Particularly, it examines some examples in
the contemporary digitalized world. Using anthropological, historical-linguistic,
and sociolinguistic points of view, it illustrates the changing interaction between
these two manifestations of language over time. The findings show that the mul-
timodality of new digital media blends the positive aspects of speech, such as the
reality and truthfulness of the event, and the positive aspects of writing, such as
the reliability and stability of a visual communication. Despite the perception
that, in previous periods of time, speech and writing seemed in conflict with each
other, today these two modalities of language are both autonomous and simul-
taneously strongly intertwined, and thus can be seen as two sides of the same
coin.

1. Introduction

Written and oral language have always been intimately linked in human
cultures which also use writing systems to communicate. Along the axes
of space and time, the balance between these two modalities of language
has constantly evolved according to individual and group needs. There-
fore, the study of human languages should consider this relationship.
The written language learning process is often still considered long
and “not natural” (Fayol, 2017; Bidaud and Megherbi, 2005), unlike
the oral one. In Western societies, writing has been perceived as non-
independent and secondary to oral since the Classical Age. That percep-
tion has been equally assumed by many contemporary linguists such
as von Humboldt (1836), Saussure (1916), Bloomfield (1984), Hockett
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(1958), Martinet (2008), Ducrot and Todorov (1979). However, re-
cent studies of psycholinguistics and cognitive linguistics have devel-
oped a very different thesis: during language acquisition in childhood,
the learning process of the orthographic system does not mechanically
reproduce the cognitive path already traced by the phonemic system
learned in earlier years. Indeed, this learning process has a certain
autonomy (Bonin, Pacton, and Fayol, 2001; Rapp, Benzing, and Cara-
mazza, 1997; Rapp and Caramazza, 1997; Bonin, Fayol, and Peereman,
1998) and creates original procedures capable of modifying the oral cog-
nitive structures (Ziegler, Ferrand, and Montant, 2004).

This paper is concerned with the relationships developed between
speech and writing, with emphasis on Western European societies. Par-
ticularly, I have focused on their interdependence in the contemporary
globalized world. Currently, their relationship is becoming increasingly
more complex in the digital arena as it is challenged by intersections of
technical resources and the multiple needs of individuals and language
communities. This study has showcased examples of the ever-shifting
dynamics of these two modalities through anthropological, historical-
linguistic, and sociolinguistic lenses. The primary purpose of this pa-
per was to understand how and why new digital media could be useful
resources for reaching a greater awareness of the complex relationship
between speech and writing.

The remainder of this paper is organized into six chapters. Following
this introduction, I provide the main differences between spoken and
written language and explain how they are differently used by people to
communicate. In the third and fourth chapters, I delve into the percep-
tion of writing in Western societies. I focus on the different steps which
led to the primacy of writing, even if it has generally been perceived
as “secondary” to speech. As opposed to this general idea of writing,
I investigate its real autonomy from speech and their interdependence
through a historical perspective. In the fifth chapter, I focus particularly
on the contemporary situation, in which new digital media upsets their
relationship. I give three examples of their interdependence in the dig-
ital arena. This paper closes with a discussion of the findings and some
future proposals in the sixth and final part.

2. Relationships Between Speech and Writing

Speech and writing can be two modalities of the same language. They
often play complementary roles capable of diversifying communication
in language communities that use both. We, as human beings, can trans-
mit meaning with our whole body through gestures, vocalisations, and
movements. We can use all of our five senses to engage with the outside
world, but in all cultures, verbal expression is the main language sys-
tem of representation. Like speech, writing also constitutes a symbolic
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system for representing human thoughts and feelings. It can also be di-
rectly linked to culture—or more cultures—from which it developed and
was used over time.!

2.1. Main Features

I describe herein what makes speech and writing two different modali-
ties of language, beginning with five key points and a list of some spe-
cific characteristics.

(a) Firstly, writing revolutionized our relationship with time. Draw-
ing graphic signs on resistant materials—which vary from culture to
culture in a diatopic and diachronic way—creates the impression that
a message can be deciphered without limits in time. Thus, it donates
the illusion of being able to be permanently detached from it. On the
contrary, spoken language is inevitably related to the time factor, since
it is transmitted through sound. Indeed, it is impossible to stop or crys-
tallize a sound naturally—without technologic tools—in time, just as it is
impossible to block the movement of a material object by visually stop-
ping its trajectory.

(b) Writing is durable and can be planned which counterbalances the
ephemerality and spontaneity of speech. Sound can therefore be desig-
nated as “the most real and evanescent of human sensory objects” (Ong,
1967). Writing transforms speech into an object inscribed in space, thus
making language more durable, but at the same time “less real and pas-
sive”. From a sensory point of view, the spatialization of the “real” com-
municative event confirms the increasing supremacy of sight at the ex-
pense of hearing.

(c) For spoken language, hearing guides the other senses in commu-
nicative perception, whereas in the written context, sight constitutes the
main receiver of communication. One of the main differences between
sight and hearing is that the former allows the separation of the com-
ponents of a sensory object, while the latter unifies them by seeking a
whole harmony. Speech is more dependent on the context in which the
communication happened. On one hand, sight is used in one direction
at a time. On the other hand, sound comes simultaneously from all di-
rections. We can immerse ourselves in the sound, but it is impossible to
immerse ourselves in the same way in vision (cf. Ong, 1982).

1. If we agree with this assumption, we are not questioning the linguistic arbi-
trariness of sign theorized by Ferdinand de Saussure (1916). We are only assuming
that also a graphic sign can never be considered neutral, because it was created and
institutionalized in a precise environment, in one—or more than one—specific cul-
ture and language community. For further details, see Presutti (2019) and Cardona
(2009).
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(d) Writing transforms language communication into an event that
is not necessarily collective. By reducing the impact of the time factor,
it frees itself from the individual who produces it, as it were, while at the
same time attenuating the scope of the interlocutor. Thus, the phenom-
enon of writing becomes an individual experience (Goody, 1977). We
may, for example, read or study a text that we have written ourselves.
Its timeless character therein helps to stimulate the creative process and
encourages the recognition of individuality.

Another linked difference could be represented by the dichotomy be-
tween noise and silence?. In fact, spoken language is necessarily linked
with noise and spatial presence of interlocutors, both in terms of pro-
duction and reception, whereas writing and reading can be individual
and silent experiences. In the first era of writing in Western societies,
the text was very often declaimed aloud—with or without an audience.
After that, as individual reading, both mental and silent, was gradually
established, the acoustic component was almost completely lost.

(e) Writing revolutionized mental processes and human modalities
related to knowledge. This modality of language froze the form and
the content of the message. The fixation of the written text consider-
ably diminished the characteristic oscillations of verbal communication,
thus facilitating its institutionalization and creating linguistic models
on which society can base itself in both present and future phases. The
use of writing also considerably modified the relationship that human
thought has with memory and knowledge. Indeed, a writing system
makes it possible, for example, to write down useful information to be
retained for the near future, leaving the human brain space and energy
for other actions. Spelling archiving also leads to an unlimited increase
in the amount of relevant information for both the individual and soci-
ety as a whole. Writing therefore develops specific cognitive and social
skills that are different from oral communication. Thus, the fields of
external memory and rational (self-)controlled thinking—the ability to
plan, to reason about abstract issues, to normalize, and to implement
procedures—rise considerably.

In order to compare face-to-face dialogue and traditional writing on
paper, I consider some features collected by Clark and Brennan (1991).
These two conventional modalities of language show almost opposites
characteristics (cf. Table 1). In fact, only the sequentiality feature de-
scribes both speech and writing. The other seven aspects of language
are present in just one of two modes. Accordingly, copresence, visibility,
audibility, cotemporality, and simultaneity are depicted in a traditional
speech dialogue. On the contrary, reviewability and revisability can-

2. This dichotomy was suggested by the French linguist Gustave Guillaume,
quoted by Boone and Joly (1994).
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not be conformed with the spontaneity and ephemerality of traditional
speech.

TABLE 1. Main features of speech and writing (Clark and Brennan, 1991)

Speech Writing
Face-to-face Traditional

Copresence
Visibility
Audibility
Cotemporality
Simultaneity
Sequentiality
Reviewability
Revisability

I+ + + + + +
|

+ o+ +

3. Perception of Writing in Western Societies

In this chapter, I describe how the perception of the relationship be-
tween these two modalities of language has undergone considerable
changes during the diachronic development of the Western world.

3.1. Historical Development

It is possible to highlight four main stages in which the perception of
this relationship changed consistently: the origins—which include the
ancient era and the Middle Ages—the modern era, the electronic era,
and the digital era. In the first period, most of the people who lived in
Western European countries were illiterates and the main goal of writ-
ing was largely to support oral speech. Written texts were read aloud
and there were many oscillations with graphic signs. Consequently, the
reader had to interpret what he or she was reading. In the modern era,
the invention of movable-type printing in the fifteenth century gave an
increasingly more prestigious role to written communication in Euro-
pean countries. This invention was useful for creating models of lan-
guage and for solving the unpredictability of speech. This phase also
marked the attempt to hide the strong link between the two modalities
of language. The third period, the electronic era, began in the twen-
tieth century. Globalization and the invention of technologies such as
typewriters, televisions, radios, and computers, revolutionized the way
we communicate with each other. Finally, in the past three decades, the
process of change in the relationship between speech and writing has
accelerated enormously with the use of the World Wide Web and new



88 Stefano Presutti

digital media. In chapter five, I further describe how the interdepen-
dence between speech and writing is experiencing a new phase in this
present period of time.

3.2. Secondary Role and Primacy of Writing

I highlight now the changing perception of speech and writing in West-
ern thinking.

Since the Classical Age, written communication has been perceived
as non-independent and secondary to oral communication. In addition,
the written language learning process is still today considered in many
cases “long and not natural” (Fayol, 2017; Bidaud and Megherbi, 2005),
unlike the oral one. Its secondary position in the Western philosophi-
cal conception has distant roots. In antiquity, Plato perceived writing as
incomplete and cold in relation to speech. In Phaedrus, he described writ-
ing as a modality of language without the typical vitality of oral due to
a lack of intonation, rhythm, or participation of the body. The Platonic
consideration of the “coldness” and “distance” of writing—compared to
the natural character of oral speech—continued in the modern era with
distinguished intellectuals such as Hegel and Rousseau.’

The marginal role conferred on written language compared to speech
seems even more impressive considering that modern linguistics, as an
academic discipline, was born in the nineteenth century through the
study of Indo-European and Semitic written languages. The compara-
tive grammar of Neo-Grammarians such as Jones, Bopp, Verner—among
others—was based on written forms of language from the beginning. At
the time, however, these forms were only perceived as a meaning, a more
or less faithful mirror to the spoken language. This secondary position
did not induce a real need to study its autonomous nature.

The lack of interest in the written language as a linguistic object was
again confirmed in the twentieth century. Illustrious linguists such as
Saussure (1916), Bloomfield (1984), and Hockett (1958) considered writ-
ing as a mere secondary system, and therefore less relevant to a more
in-depth study of language. Martinet (1967) believed that writing was a
discipline distinct from linguistics, a “province” of orality. Ducrot and
Todorov defined it as an artificial supplement, an unnecessary deriv-
ative of speech (1979). The linguist Roman Jakobson defined spelling
elements as “symbols of symbols,” and the written system as a succes-
sive system not completely independent of speech “because no speech
community and none of its participants can acquire and manipulate the
graphic pattern without possessing a phonemic system” (Jakobson and

3. For further details, see Guritanu (2016) and Presutti (2019).
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Halle, 1956, pp. 16—17). The structuralism of the 1960s marked a re-
newed interest in writing patterns, but this movement marginalized it
as a linguistic object and included it only in correspondence with the
phonemic system.* Finally, the classification of the primacy of spoken
over written language, which has pervaded Western common thinking,
can be summarised as listed by Stubbs (1980):

— Historically, speech is an older communication than writing;

— Individually, speech is learnt before writing;

— Speech is innate and biological;

— Speech opposes conscious manipulation—it is more difficult to
change accent from the one gained naturally;

— In societies, speech comes before writing;

— Writing is a more recent event;

— Speech is used more than writing;

— Speech is used with a higher range of communicative functions.

At the same time, for many centuries until the present one, the writ-
ten form has been considered a truthbearer, more reliable, and a symbol
of order and discipline. Writing has become one of the most valued cog-
nitive habits of modern education, as it proffers the mindsets of objectiv-
ity, analysis, and criticism. The term /iteracy—in the sense of the ability
to read and write—also became associated with learnedness in general,
such as with “visual literacy,” “musical literacy,” and so on. The seman-
tic extension also covered the suffix -graphy, used in terms far from the
action of writing such as “choreography,” “scenography,” etc. (Derrida,
1967; Cardona, 2009).

Writing has been considered as the decisive turning point for differ-
entiating, through time and space, which groups of people were more or
less evolved than others. Human cultures without writing systems are
called pre-literates. This term is used as a reference point for a system of
signs that do not yet exist in order to designate groups anachronistically.
Furthermore, this term emphasizes the Western alphabet-centric aspect
that the “letter” represents and defines any human writing system.

Along the time axis, writing played a crucial role in the attempt to
hierarchize peoples “with a history” and peoples “preceding history,”
thus strongly linking the Western concept of history to the use of graphic
systems to support human memory. Along the spatial axis, writing
has been thought to distinguish so-called “evolved” peoples from prim-
itive or “less evolved” peoples (Presutti, 2019; Canut, 2007; Mbodj-
Pouye, 2013). Derrida (1967) highlighted another paradox: he crit-
icised the anthropologist Lévi-Strauss who associated—in his famous

4. Moreover, research was oriented mainly from an alphabetic point of view, an
approach not applicable to linguistic systems that do not use the alphabet (cf. Car-
dona, 2009).
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masterpiece Tristes Tropiques—Western alphabetic writing with a colo-
nialist instrument that deteriorated the purity of the language of col-
onized people (Lévi-Strauss, 1993). This case presented the existence
of a double dichotomy that opposed “people with/without writing” and
“primitive/non-primitive people,” again referring to Rousseau’s myth of
the noble savage.® This allowed him to consider the passage from speech
to writing as an instantaneous crossing of a discontinuous line: a pas-
sage from an oral language culture—“pure” and far from writing—to a
language with a graphic representation used as a new cultural accessory
considered to be a technique of oppression.

The ability to read and write has been used to distinguish upper
class and wealthy people, men and civilised white European societies,
from lower class and not wealthy people—women and children, dialect
speakers, foreigners, and colonised language communities. The op-
position between writing and speech has also been used to differen-
tiate a language from a dialect. In this way, through writing, a lan-
guage could assert itself as a noble or prestigious language (cf. Guri-
tanu, 2016; Calvet, 2002), whereas dialects were thought to be transmit-
ted primarily through speech and therein lacked the same virtues. Sev-
eral dichotomies such as complexity/simplicity, wealth/poverty, writ-
ing/orality were then established in order to institute a hierarchy among
the so-called “historical” European languages and other less standard
spoken languages, such as dialects and slang, or pidgin and creole lan-
guages still used in many former European colonies in Africa, Latin
America, Asia and Oceania (cf. Canut, 2007).

The use of writing generates a large number of consequential factors
that enable the linguistic system to establish a more stable and symbiotic
relationship with the cultural identity of a group of individuals. It seems
that only a solid system of graphic elements, subject to precise spelling
rules, allows the language to be codified through the elaboration of dic-
tionaries and grammars, to be institutionalized by a local political gov-
ernment, to be used in the creation of literary and scientific works, and
to be taught in schools (Calvet and Calvet, 2013; Canut, 2007; Berruto,
1987).

These considerations allow us to better understand the main causes
that led to the predilection of writing for orality in modern Western
societies. However, writing has not always been perceived as prestigious
or superior to orality, not even as a truthbearer. As Baron wrote:

When writing was a new and uncommon practice, it was letters on a page,
not face-to-face speech, that sparked distrust. When few people could read,
and fewer still could write, trusting writing—if trust came at all—required an
enormous leap of faith. Plato’s objections aside, writing was still an unproven

5. For further details of the myth of #oble savage, see Erringson (2001).



The Interdependence Between Speech and Writing 91

gimmick, and people might have reasoned that at least with the spoken word,
they knew who they were talking to, friend, foe, or total stranger. Friends
could be trusted. With enemies, you knew where you stood. Strangers had
to prove themselves. But words scrawled on a piece of paper, or a sheepskin,
or a lump of clay, those were always strangers, always worthy of suspicion.
(Baron, 2009, p. 5)

A deeper exploration into the relationship between orality and writ-
ing in the Western world reveals the significant variations it has under-
gone. In Europe, as in China and the Middle East, the first phases that
marked the relationship between the written and the oral were charac-
terized by a different sensory organization. Indeed, in ancient societies,
most of the population did not have access to texts. Thus the oral—and
hearing—retained a privileged function compared to sight. In the classi-
cal age, but also later in the Middle Ages, individuals tended to give more
credibility to what was read, rather than to what was seen (Ong, 1967).
The written word was pronounced aloud and its spelling was character-
ized by strong fluctuations due to the importance given to each reader’s
personal interpretation. In the societies of the European Renaissance,
writing had, above all, a function of reference to oral culture. Texts
maintained the stylistic pattern of oral culture for many centuries.

The first major event that brought about a significant change in the
sensory perspective—with the shift from auditory to visual dominance—
and completely changed the relationship to graphic forms was the Eu-
ropean spread of movable type printing in the fifteenth century. The
printing revolution made the “materialization of the word” possible, dis-
tancing the text from its author by giving it a kind of coldness and rigid-
ity, and herein authority and prestige. The previous manuscript-based
culture was still producer-oriented. The writing of the copyists involved
long and costly work, which implied the use of abbreviations and syn-
thetic forms to reduce the effort of production—which did not always
favor the understanding of the text. Conversely, the printing revolution
almost completely eliminated the obstacles of written production and
greater attention was paid to the consumer-reader. Visual character had
also become of major importance: the visibility of graphic forms in the
page space had improved significantly and fluctuations had decreased
considerably (cf. Presutti, 2019). The typographical transformation of
the word into a kind of “product-claim” has profoundly changed the
Western vision of (and access to) knowledge. Silent reading contributed
to the emergence of a new meaning of the “private sphere” among indi-
viduals, as has the introduction of a new meaning of the private owner-
ship of words.

The printed text gave the written language an illusory dimension of
completeness and an autonomy from the outside world and from the au-
thor himself. This contributed to increasing the perception of prestige
conferred on text and writing among the groups that used the written
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language. Individuals began to trust the printed word, which was then
considered a finished product and therefore both closed and complete.
The birth and development of modern Western science were also closely
linked to the growing predilection for written culture during the period
of the European Renaissance. In addition, members of high society be-
gan to consider writing a “truthbearer” manifestation of language. This
idea was sometimes excessive because it risked obscuring the fundamen-
tal importance of its interrelation with orality.®

4. Autonomy of Writing and the Interdependence with Speech

In this chapter, I further discuss the widespread perception of the “de-
pendence” and “secondary nature” of writing that was shown previously,
as well as the description of their relationship as a dichotomy.

Even if writing has a primacy role in contemporary society’s commu-
nication, the research on written language has encountered many obsta-
cles. Firstly, the phonocentric approach in linguistics greatly delayed
the study of writing as an autonomous entity in its own right rather
than oral dependent (cf. Berg, 2016). This delay affected not only lin-
guistic research but also that of other social science disciplines. In fact,
at least until the middle of the twentieth century, written language was
the exclusive domain of linguists, whereas anthropologists were sup-
posed to deal exclusively with “primitive” peoples. As this ethnocen-
tric and early evolutionist term suggests, the populations studied in an-
thropological research at that time did not have this graphical-cultural
invention—otherwise, they could never have been classified as people
with “less advanced cultures”—and thus could not have been studied by
ethno-anthropologists.

Writing canbe defined as the human use of agraphic signsystem witha
symbolic value. A graphic sign itself cannot yet be considered as a form of
writing since it mustbe included in alarger system of graphic oppositions
(Cardona, 2009). The minimum unit of writing is the grapheme, which
is preferred to the alphabetic-centric term letter, through which a set of
signs forms a graphematic system (Hofejsi, 1971).” It seems impossible to

6. From the sixteenth to the nineteenth century, attempts were made in Europe
to establish complete control of the spoken language through writing. As previously
mentioned, one of the most representative examples concerns the early linguistic
studies of the Neo-Grammarian period of the nineteenth century, when the phonemes
of the Indo-European and Semitic languages were exclusively studied and compared
in relation to corresponding graphemes.

7. Hotejdi wished to go beyond the distinction between grapheme and phoneme
and proposed a unit having these two correspondences: the graphophoneme. As he
wrote, “In our opinion, the two kinds of ‘one-way’ correspondences should be replaced
by a single mutual or ‘two-way’ correspondence, and the units phoneme and grapheme
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establish a parallelism between the phonemic unit and the spelling unit
since the former does not constitute a sign, whereas the grapheme does
have a signified and a signifier. The relationship between the grapheme
and the phoneme is accurately summarized in the scheme elaborated by
Rosiello (1966) and reported in Fig. 1.

meaning
PHONEME form = phonemic constrast
substance = sound = meaning
graphbemic constrast = form GRAPHEME
ink, pixel = substance

FIGURE 1. Relationship between grapheme and phoneme in a language with an
alphabetical system (Rosiello, 1966)

A phoneme communicates with a grapheme solely through its mean-
ing. Instead, the form and substance of the writing minimal unit keep a
complete autonomy from the phonological one.

One of the first researchers who defined the minimum unit of writ-
ing was Josef Vachek, one of the Prague School linguists. In 1939, he
took over the research of the Russian Agenor Artymovi¢ on the auton-
omy of writing from spoken language. Vachek insisted both on their
independent nature and on their coexistence within the same language
(Ineichen, 1971) while demonstrating that they differ in their linguis-
tic function. The functionalist approach repeatedly developed by the
Czechoslovak linguist can be summarised as follows:

The spoken norm of language is a system of phonically manifestable lan-
guage elements whose function is to react to a given stimulus (which, as a
rule, is an urgent one) in a dynamic way, i.e., in a ready and immediate man-
ner, duly expressing not only the purely communicative but also the emo-
tional aspect of the approach of the reacting language user. The written norm
of language is a system of graphically manifestable language elements whose
function is to react to a given stimulus (which, as a rule, is not an urgent one)
in a static way, i.e., in a preservable and easily surveyable manner, concen-
trating particularly on the purely communicative aspect of the approach of
the reacting language user. (Vachek, 1973, pp. 15-16)

In 1944, the Danish linguist Hans J. Uldall considered them to be
“only two realizations out of an infinite number of possible systems, of

by units each containing the pair of a phoneme or group of phonemes and a grapheme
that correspond to each other. We propose to name such units graphophonemes”. (Hofe-
j81,1971, p. 189)
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which no one can be said to be more fundamental than any other” (1944,
p- 16). Speech and writing simply coexist and they are mutually non-
congruent, expressing the same language, simply transmitted by two
different substances such as pulmonary airflow on one side and ink on
the other. Lev Vygotskij (1962) added that written language, as a lin-
guistic function in its own right, differs from spoken language not only
in its structure but also in the way it functions. A few years later, the
classification developed by Ernst Pulgram (1951) on the structural char-
acteristics of the phoneme and grapheme also showed that the only com-
mon element between them is that both are conventional sign systems,
one of them having as meaning concepts and the other simple sounds.

The differences between spoken and written language empha-
sized by the aforementioned linguists clearly distance themselves from
the common Saussurian view—supported by most linguists in recent
decades as mentioned before—that writing is simply language made vis-
ible. Unfortunately, in the following years, Vachek and Pulgram were
unable to strengthen and expand their theses on the autonomy of writ-
ten language. Their intuition thus fell partly into oblivion, but in recent
years it has been taken up again in neuropsychological research, has de-
finitively opposed the dominant conception according to which written
production postulates the existence of compulsory phonological medi-
ation (Geschwind, 1969; Luria, 1970). In fact, more recent studies in
neuropsychology have demonstrated a relative autonomy of writing in
relation to speech and by examining the cognitive processes involved
in the production of these two types of communication (Bonin, Fayol,
and Peereman, 1998; Bonin, Pacton, and Fayol, 2001; Rapp, Benzing,
and Caramazza, 1997; Rapp and Caramazza, 1997). These recent stud-
ies of psycholinguistics found that writing is not cognitively secondary
to speech: during a mother tongue learning process, the writing system
does not mechanically reproduce the cognitive path already traced by
the phonemic system learned in earlier years. Thus, the writing sys-
tem acquisition has a certain autonomy and creates original procedures
capable of modifying oral cognitive structures. To summarize, the com-
mon conception of the secondarity of the writing system with respect
to the phonemic system and of non-autonomy seems unreliable, even
erroneous. Indeed, this view can only be taken into consideration to
describe the process of learning the mother tongue at the beginning of
a child’s life (Ineichen, 1971)8 but is not appropriate for the second lan-
guage acquisition, a process during which learners often receive oral and
written input at the same time.

8. Individuals from all human cultures learn to speak in the early stages of their
growth, whereas in order to write they must wait for a considerably more advanced
stage of mental development.
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Furthermore, their relationship should no longer be thought of as a
dichotomy, but rather as Halliday (1985), Chafe and Danielewicz (1987),
and other more recent linguists suggested: as two modalities of the same
language, as two poles of an intertwined multi-dimensional continuum
(cf. Koch and Oesterreicher, 2012).

In 1985, Halliday noticed that with the technology of the twentieth
and twenty-first centuries, there is no longer value in obsessively look-
ing for a dichotomy between speech and writing, and it is illogical to
put one manifestation of language before another. Conversely, they
should be considered as manifestations of the language system itself. As
Koch and Oesterreicher (ibid.) pointed out, the relationship between the
phonic and graphic code can be defined as a dichotomy, whereas speech
and writing are two concepts which stand in a continuum of infinite
language possibilities, depending on several parameters such as social
relationship, number, and space-time position of the partners, theme,
socio-cultural context, etc.’

5. New Digital Media for a Greater Balance

The previous chapters have deepened the characteristics of the two
modalities of language, as well as how their relationship has been stud-
ied and perceived so far. I now proceed to discuss the main effects of
new digital media on language. In recent years, the relationship be-
tween speech and writing has changed considerably due to the use of
technological tools. They have revitalized the reliability of spoken lan-
guage and they improve some shortcomings of writing such as the ex-
cessive distance with the interlocutor and the lack of simultaneity in
a dialogue. Additionally, they allow for a new balance to be found in
their relationship. Distinctly, there are at least three substantial changes
that new digital media is bringing to the continuum between speech and
writing (reported in Fig. 2). The first one is the possibility to record an
event as it occurs. This authorises the viewer to repeat an accurately
reproduced scene as many times as desired. In this way, it is possible
to avoid all imperfections and uncertainties that can often characterize
the verbal communication. A second change is the dramatic increase
in the number of active readers and writers. This is because new tech-
nologies are increasingly more user-friendly and affordable. As a result,
they entice people to learn not just to write but also to become writ-
ers themselves. A third change is the possibility to talk to multitudes
of people with perfect acoustic conditions. In the past, communication
was limited to smaller audiences and delivered in spaces such as squares
or enclosed theatres. Conversely, today individuals can talk, be heard,

9. For further details, see Koch and Oesterreicher (2012).
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and be watched by anyone they are connected with on the World Wide
Web. Moreover, new technology vastly improves the quality of sound
through the use of microphones, speakers or loudspeakers, which gives
the human voice the possibility to avoid the uncertainty of weather con-
ditions.

Speech Writing
Recording the Worldwide diffusion More active readers
present event of the event and writers

FIGURE 2. Three changes brought by new digital media today

I herein return to the language features collected by Clark and Bren-
nan (cf. section 2.2). By virtue of new technologies, a more balanced set
of characteristics can be found in both modalities of language, which
reduces the gap between them when only using traditional face-to-face
oral conversation or traditional writing on paper (cf. Table 2).

Now, a verbal communication can be reviewed and revised in
recorded audio and corrected by artificial intelligence. In addition,
writing tools gain copresence, visibility, audibility, cotemporality, and
quasi-simultaneity when used in video chat platforms such as Skype or
Zoom, or with virtual assistants such as voice-guided navigation, and
voice translation as with Google Translate.

TABLE 2. Main features of speech and writing with traditional communication
and new digital media (NDMedia)

Speech Writing
Face-to-face NDMedia Traditional NDMedia

Copresence + - +
Visibility + - +
Audibility + - +
Cotemporality + - +
Simultaneity + - +
Sequentiality + - +
Reviewability - + +

Revisability - + +

I present three examples in which an original interdependence be-
tween speech and writing is evident as a result of new technologies in
the digital arena.

The first multimodal example concerns instant messaging (IM) in
apps like WhatsApp or Viber. With these software, it is possible to
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use quasi-synchronous typed written messages as well as recorded voice
messages. Thus, in chat conversations of everyday life, speech and writ-
ing are strongly intertwined. In fact, users can participate in a dia-
logue comprised of spoken communication only, written communica-
tion only, or both (cf. Fig. 3).

FIGURE 3. Speech and writing on IM

The second example concerns videoconference communication in
platforms like Skype, Google Meet, or Zoom (cf. Fig. 4). During a video
call, users can talk or write something on paper or on a whiteboard, akin
to a physical meeting or class lesson. In addition, they can simultane-
ously download and upload spoken and written messages in the video
chat. Thus, in this rather commonplace digital media, the space in which
it is possible to communicate has been doubled to comprise a three-
dimensional space, where two or more interlocutors exist, and a web
chat space.

FIGURE 4. Speech and writing on video chat
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The third and final example details the interdependence in pre-
recorded videos. The multimodality of using subtitles during a pre-
recorded video, such as a movie, highlights the immense and positive
change currently underway by virtue of new media. This example was
already present in the past decades, before the digital era. However,
today as never before, subtitles are used in pre-recorded videos down-
loaded and watched daily by millions of web-users on platforms like
YouTube.

The interdependence between speech and writing is involved in the
entire process of publishing a pre-recorded video. As shown in Fig. 5,
this intertwined relationship is exhibited, for example, during the writ-
ing process of a screenplay (a), during the actors’ rehearsals (b), and also
during the video projection with the addition of subtitles (c).

(b) (o)

FIGURE 5. Speech and writing on pre-recorded video

To summarise, these three examples showcase how the multimodal-
ity of new digital media thoroughly blends the positive aspects of
speech, such as the reality and truthfulness of the event, and the pos-
itive aspects of writing, such as the reliability and stability of a visual
communication.

6. Conclusion

This paper has presented some insights into the relationship between
speech and writing over time in Western societies and its perception in
Western thinking. This study has shown how complex this relationship
is, and yet how much it deserves our full attention at the same time.
Because the relationship has changed in the contemporary moment, so
too has the way of studying it. Moreover, the digital arena of a global-
ized world is creating new dynamics, further emphasizing their interde-
pendence. For this reason, new digital media could be useful supports
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to help reach a greater awareness of the complex relationship between
them. Despite the perceived conflicts between speech and writing in
previous periods of time, today these two modalities of language can be
considered both autonomous and simultaneously strongly intertwined,
as two sides of the same coin.

This paper focused solely on the Western World. It would be bene-
ficial to continue this research by deepening the relationship between
speech and writing in non-Western societies, particularly in language
communities that use writing systems different from the alphabetical
one. Additionally, future studies could contribute to the creation of
learning paths used in educational programs in order to bring students
toward a greater awareness of the interdependence between speech and
writing. To this end, the world’s youngest citizens, most involved in the
digital revolution, could learn how to manage the complex relationship
between these two modalities of human language more effectively. In
doing so, they could develop an elevated degree of linguistic flexibility
as suitable as possible for the most diverse solutions in the contempo-
rary world.
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S1: The Native Script Effect

Amalia E. Gnanadesikan

Abstract. This paper claims that the script that a person learns first qualifies as
a native script (S;) in a manner analogous to a native language (L;). The cog-
nitive pre-eminence of the S; results in a native script effect, which accounts for
various findings in the synchronic study of second-language acquisition and in
the diachronic study of script adoption. The native script effect is argued to
be an important factor in the historical preference shown for the adoption of
pre-existing scripts over the invention of new ones. The claim that S, is like L;
runs counter to the assumptions of linguists of the structuralist and generative
traditions, who are agreed in the belief that writing is not language. Language
is considered to be cognitively special, the result of a special grammar-learning
module. However, writing may be more like primary language than previously
believed, and the specialness of language may in fact cause other systems (such
as writing) to be analyzed grammatically and entrained into language, with the
native script effect being one notable result.

1. Introduction

The fundamental claim of this paper is that literate people have a na-
tive script in a way analogous to the way in which they have a native
language. That is, the human brain processes a script that is learned
early and well in ways that are cognitively similar to how it processes
language, with the result that the relationship and interaction between
such a first script or scripts (S;) and a script or scripts learned later (S;)
is similar to the relationship and interaction between a first language or
languages (L;) and language(s) learned later in life (L,). Furthermore,
there are both synchronic and diachronic consequences of the special
status of the S1, collectively called the native script effect.

If this claim is correct, then the knowledge (implicit and/or explicit)
that a literate person acquires of how a script behaves is analogous to the
knowledge that speakers have of language. This implies that scripts have
grammar, which in turn implies that writing is more like language than
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many linguists have been taught to believe. Yet it is obvious that pri-
mary (i.e., spoken or signed) language has a special cognitive and evo-
lutionary status in humankind. Writing does not have that status, but
appears to piggyback on primary language to become another modality
of language both historically (phylogenetically) and in the acquisition
of literacy in the individual (ontogenetically).

To explore this topic, this paper proceeds as follows. Section 2
presents definitions—particularly of the term script—which will be es-
sential to the rest of the paper. Section 3 briefly outlines the traditional
view of the distinction between writing and language in the structuralist
and generative traditions, by which writing is not language and a first
script therefore could not have a native status akin to that of a native
language. Section 4 considers a number of anecdotal and experiential
lines of evidence that suggest that native scripts do in fact exist. Sec-
tion 5 briefly presents results in the existing literature that argue that
the differences and interactions between a first script and later-learned
scripts are analogous to those between a first language and later-learned
languages. Section 6 applies the concept of the native script effect to
the history of writing systems, arguing that the cognitive effect of S; ac-
counts for the relative rarity of script invention and radical adaptation
when previously unwritten languages come to be written. Section 7 re-
turns to the differences and similarities between primary language and
writing, conceding that primary language has a special cognitive status
but arguing that the specialness of language in the human brain leads
to other complex systems, such as writing, becoming entrained in the
linguistic system, with the result that writing becomes language. Sec-
tion 8 concludes with suggestions for the application of the concept of
the native script in policy, pedagogy, and linguistic theory.

2. Definitions

Before proceeding with the central argument, a few definitions are called
for. By script I mean a somewhat abstract “set of graphic signs with pro-
totypical forms and prototypical linguistic functions” (Weingarten, 2011,
p- 16). A writing system, by contrast, is the combination of a specific instan-
tiation of a script with the orthographic rules of a specific language. This
use of script is in contrast with definitions in which script is either synony-
mous with writing system, and thus composed of the combination of a sig-
nary and an orthography (e.g., Daniels and Bright, 1996, pp. xliv—xl1v), or
is merely the collection of signs (the signary) used in a writing system
(e.g., Daniels, 2018, p. 155). By the definition used here, the script used
in any given written language is more than just the signary (since it in-
cludes some information about the linguistic function of the signs) but
less than the writing system (since it does not include all the details of a
language-specific orthography). Thus English, Italian, and German all
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use the Roman script, but they do not share a single writing system. Sim-
ilarly, Hindi, Marathi, and Nepali all use the Devanagari script, but again
they do not share precisely the same writing system.

It is important for work of the present sort to use a term that allows
for the existence of a conceptual entity that is shared across languages.
Using the fine-grained level of individual writing system, there is no way
to tease apart the process of learning a second language (in a literate
context) from that of learning a second writing system: every instance
of second language learning in a literate context is an instance of second
writing-system learning. However, if we look at the level of script, then
it becomes clear that learning some second languages requires learning
a new script while learning others doesn’t. The two processes can be
differentiated.

Looking just at the level of the signary is also the wrong level. For ex-
ample, the writing systems of English, German, and Italian, or of Hindi,
Marathi, and Nepali, share much more than the same basic set of signs.
They share important typological features and have many shared or sim-
ilar values in their linguistic interpretation. Thus, for example, English,
German, and Italian use alphabetic letters that write both consonants
and vowels, while Hindi, Marathi, and Nepali all use an unwritten “in-
herent” vowel. In English, German, and Italian, <A>, <E>, <I>, <O>
and <U> stand for vowels, and <B> stands for a labial consonant. In
Hindi, Marathi, and Nepali, <>, <3>, <3>, and <v> stand for vow-
els, while <s> stands for a labial consonant. By considering the level
of script, we are considering not only a set of largely shared symbols
but significant shared ways in how those symbols are used.

In order to study how a learner processes a truly new way of writing,
therefore, we must look largely at the level of script. An L, may or may
not share L{’s script. Granted, when people learn to read and write they
learn these skills within the context of a particular writing system, not
merely at the abstract level of script. In this sense a writing system is
analogous to a dialect (or language variety) in that each person learns
a specific dialect of a language, while the dialects together comprise a
more abstract entity known as a language. Similarly, in becoming liter-
ate a person learns a specific writing system, and many writing systems
may share the same script.

It is also worth noting that there is no claim being made here that
monolingualism and monoliteracy are the only options for L; and S;,
or are even normative. In this paper any set of scripts learned well at
roughly the same time in childhood are considered collectively as Sj,
just as any set of languages learned well in early childhood are consid-
ered L.t

1. I leave aside for now the question of how first-script literacy that is gained in
adulthood might differ from that acquired in childhood. If the analogy with primary
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3. Traditional Assumptions About Language and Writing

Linguists of the American structuralist and generative schools have tra-
ditionally held dogmatically to the belief that, as Leonard Bloomfield
famously put it, “Writing is not language, but merely a way of recording
language by means of visible marks” (Bloomfield, 1933, p. 21). The same
attitude was recorded rather colorfully by Fred Householder when he
listed first among “the propositions intuitively felt to be basic by friend
and enemy alike” among Bloomfieldian linguists the proposition that
“Language is basically speech, and writing is of no theoretical interest”
(Householder, 1969, p. 886). This attitude was inherited by the genera-
tive school of linguistics and has continued into the twenty-first century,
resulting in a dampening effect on efforts to apply linguistic analysis to
writing systems. James Myers, for example, describes having abstracts
rejected at linguistics conferences with dismissive comments such as,
“This paper does not deal with linguistic matters” (Myers, 2019, p. X).
I have myself been told after giving a talk on writing systems to a lin-
guistics department that “this is not interesting,” on the grounds that
writing, not being language, is not about the fundamental character of
the human brain.

Indeed, there are important differences between spoken or signed
language—which I will collectively call primary language—and writing.
These differences can be found laid out in any typical introductory lin-
guistics textbook in the generative tradition. For example:

Speaking and writing are different in both origin and practice. Our abil-
ity to use language is as old as humankind, and reflects biological and cogni-
tive modification that has occurred in the evolutionary history of our species.
Writing... is a comparatively recent cultural development, having occurred
within the past five thousand years and only in certain parts of the world. The
contrast between speech and writing comes into sharper focus when we con-
sider that spoken language is acquired without specific formal instruction,
whereas writing must be taught and learned through deliberate effort. There
are entire groups of people in the world today, as well as individuals in every
literate society, who are unable to write. While spoken language comes nat-
urally to human beings, writing does not. (Dobrovolsky and O’Grady, 1997,
p- 553, emphasis in original)

One reason that writing and primary language are considered to be
fundamentally different is that primary language is considered to be

language holds in this respect, there will be significant differences between the two,
since failure to learn a primary language in childhood leaves a person with a perma-
nent language deficit (Pinker, 1994). While the initial acquisition of literacy in adult-
hood is possible, the acquisition of fluent reading is difficult for adults and relapse
into illiteracy is common (Abadzi, 1994). Thus the analogy with primary language
may indeed hold. However, the effects of age on first literacy acquisition are not yet
well understood (ibid.).
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special, cognitively speaking, and thus necessarily distinct from other
human behaviors, including writing. As mentioned in the quote above,
primary language is found everywhere that humans are found. It is
therefore claimed (with good reason) that language has a special cog-
nitive place in the human mind—and only in the human mind. Noam
Chomsky has long championed

the Cartesian view that man alone is more than mere automatism, and that
it is the possession of true language that is the primary indicator of this...
(Chomsky, 1964, p. 8)

Or, as Chomsky has more recently put it,

There is no serious reason today to challenge the Cartesian view that the
ability to use linguistic signs to express freely-formed thoughts marks ‘the
true distinction between man and animal’ or machine... (Chomsky, 2000,

p-3)

In the generative framework, the human faculty for language is con-
sidered to arise from a “language acquisition device” (Chomsky, 1965,
pp- 32—-33). This faculty for language has been termed a “language in-
stinct,” which is active during the critical period (mostly strongly from
birth to the age of six or so, and phasing out by puberty), during which
L; learning takes place automatically and implicitly, without explicit in-
struction (Pinker, 1994).

By this view, language is cognitively special, but it is specifically
the native language that expresses the full range of this cognitive dis-
tinctiveness. Thus L; and L, learning are fundamentally different. L,
learning, assuming it occurs during the critical period (as might fail to
happen to a deaf child of hearing parents, or a child raised under cir-
cumstances of unusual social deprivation) is fast, automatic, implicit,
and more or less perfect. L, learning, by contrast, is slow, difficult, and
error-ridden, and it leaves the learner with a permanent foreign accent.
Furthermore, properties of the L; will influence a person’s ability to per-
ceive and/or learn features of L, resulting in both positive and negative
transfer from L; to L, (Ringbom, 1987). In other words, features of the
L, that are similar to L; will be learned easily (positive transfer), while
features of L; may persist in a learner’s use of L, even when they are not
appropriate to that language (negative transfer).

If language is indeed cognitively special and writing is indeed not
language, then the relationship between a first-learned script and a
later-learned script should not resemble the relationship between L;
and L,. The following sections set out to examine to what extent the
difference between S; and S, does in fact resemble the difference be-
tween L; and L,. If the differences between the two pairs are similar,
that suggests that S; and L; may be more similar than the structural-
ist/generative view would allow. And while that does not undermine
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the claim that language has a special cognitive status, it suggests that
the special cognitive status of language spills over onto writing in the
development of literacy. This point will be returned to in Section 7.

4. Impressionistic Evidence for a Native Script

Evidence for the phenomenon of native scripts comes from a number of
sources, some admittedly impressionistic and others more rigorous. I
begin with the impressionistic. While the interpretations of these im-
pressions may be subjective, I suspect that many adult learners of second
scripts will be able to relate to them.

First, fluency in a new script comes frustratingly slowly. An exam-
ple from personal experience is shown in Figure 1. The non-Roman
script on the left is Thaana, the script in which the Maldivian language,
Dhivehi, is written (Gnanadesikan, 2012). The Roman-script text on the
right is the same text in the official Romanization of Thaana. My per-
sonal experience shows that an adult can learn the Thaana script with a
day’s concentrated effort but that fluency (in the script as distinct from the
language) takes years. This means, for example, that as an S, reader I
must choose to read a text in Thaana rather than having the reading hap-
pen automatically just because my eye landed on it. It makes the text
on the right substantially more appealing to me, drawing my eye even
against my will. It means, further, that skimming Thaana is difficult
to impossible for me, and that I can’t read Thaana text upside down,
although I have observed S; readers do so easily. It means that I can-
not automatically (and even involuntarily) pick my own name out of a
text as I can with a Roman-script text (as in the transliteration at right),
even with some variation in the spelling. Automaticity and fluency do
develop over time, but very slowly.

> Ekuveri Amaaliaa-ah.

2 Haalu kihinehthoa-eve?

. Alhugan>daai aailaage emmen ves
“  ran’galheve.

¢cer ~» ©O©0 ¢ O0COC cZ 2 z -2
CESSIAK 9 SOOI S FIAA AL S S
- -

FIGURE 1. A short Dhivehi text in the author’s S, (left) and S; (right). (The text
reads, ‘Dear Amalia. How are you? I and everyone in the family are fine.”)

Another example in shown in Figure 2. In this example, in which a
short Chinese text is presented for the learning reader in Hanzi (charac-
ters) and Pinyin (Romanization), the eye of an S; Roman-script reader
will be drawn to the Pinyin, just as it is to the Romanization in Fig-
ure 1, despite the fact that the Hanzi characters are larger. The addi-
tional point in this example is that the characters, being morphographic,
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contain more information than the Pinyin does. Each Hanzi charac-
ter uniquely identifies a morpheme, while each Pinyin syllable could in
principle refer to any of several homophonous morphemes (although in
context the ambiguities are largely resolved, at least for fluent speakers).
Thus both # ‘have’ and & ‘friend’ are <ydu> in Pinyin, for example. If
one does not know all of the characters, resorting to the Pinyin is ex-
pected. What can be frustrating to S, readers, however, is that even
when they do know each character, the Pinyin will still ineluctably draw
the eye, depriving them of authentic S, reading practice.

Pinyin Wo6 you yi zhi  xido héi mao.
mna & A — KoM B
Pinyin Ta de  ming zi jiao wi long.
Hanzi ﬁ{ﬁ E(J g ? m’l —l% jE °
Pinyin Ta kan  qi lai  jin  xiang i
mea MOF OB Kk M B —

Pinyin zhi xido héi bao.
nG
mna RN R

FIGURE 2. A short Chinese text in Hanzi and Pinyin. The eye of a Roman S;
reader will be drawn to the Pinyin, despite the Hanzi being larger and more in-
formative. Example courtesy of Gitanjali Gnanadesikan. (The text reads, ‘I have
a black kitten. Her name is Oolong [Black Dragon]. She looks just like a small
black panther.’)

Another line of evidence comes from the reactions of S; readers to
instances of script mimicry. Script mimicry is the use of graphs from one
script (or graphs that look like they come from a particular script) as
graphs in another script.? A simple example is Devanagari 39, spied on
a yoga T-shirt. The message intended for Roman-script readers who are
not readers of Devanagari is <om>, the sacred syllable of South Asian
religions. A reader of Devanagari, however, will read this as <tha1>, its
actual value in Devanagari. A more extensive case is shown in Figure 3.
While this text is written in English in Roman script, it mimics Japanese

2. Alessandrini (1979) uses the term exotype to refer to a typeface that, while writ-
ing Roman script, is clearly influenced in its letter forms by another script. The font
in Figure 3 is an exotype. The term script mimicry is related but encompasses a wider
range of cases, including ones that use only actual graphs from another script (as in
the Devanagari 3@ above), ones that operate between two non-Roman scripts, and
ones that occur in handwriting.
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katakana and kanji, with the result that while an S; reader of Roman
script can read it after a moment or two’s adjustment, an S; reader of
Japanese—according to anecdotal evidence—will often fail to be able to
read it (Raymond Larabie, personal communication). The S; exerts too
strong a pull to allow for easy decoding as Roman script.

A5 WE PASSED DOWN RUEEN
STREET FOWARD CITY hALL.
WE WERE STOPPED SO MANY
TIMES IvY FOYAL STHRANGERS,
ASTING ANAIAUSLY AAUY
AUR CUTE LITFFLE ROBOT PAL.

FIGURE 3. Script mimicry by Roman script of Japanese katakana and
kanji in Electroharmonix font. Example from https://typodermicfonts.com/
electroharmonix/, used with permission of Raymond Larabie, the font’s designer.

Yet another line of evidence comes from the length of time it takes to
learn a language that is written in S,. Programs of study and measures of
success in learning vary greatly, making comparisons difficult in second-
language learning. However, a certain degree of standardization can be
assumed by considering the courses offered by the US Foreign Service
Institute (FSI), since the types of use to which the languages are put
and the level of proficiency desired for those uses will be comparable
across languages. According to FSI’s website?, languages offered there
are divided into four levels of difficulty for (English-speaking) American
learners. The languages are tabulated in Table 1.

As shown in Table 1, there are no languages at difficulty level 1 or 2
which have a non-Roman script. In other words, in this sample, rapid
language learning (in 36 weeks or less) for S; readers of English never
involves learning a new script. At level 3, where adequate language pro-
ficiency may be achieved after 44 weeks, 28 of the 48 languages use a
non-Roman script. In calculating this figure, it was noted that five of
the level 3 languages are written in more than one script. In the absence
of access to the FSI curricula for these languages, the script that is as-
sociated with the language’s use as an official national language or its

3. Department of State, “Foreign Language Training: Foreign Service Institute,”
https://www.state.gov/foreign-language-training/.
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TABLE 1. Difficulty level and length of time allotted for English speak-
ers to learn non-English languages at the US Foreign Service Institute.
(Language counts and difficulty level tabulated from https://www.state.gov/
foreign-language-training/.)

Difficulty Level  Total Languages Non-Roman Script

1 (24-30 weeks) 9 0
2 (36 weeks) 5 0
3 (44 weeks) 48 28
4 (88 weeks) 5 5

likely use for diplomatic purposes was counted.? At level 4, that of the
“super-hard languages” requiring 88 weeks of training, none of the five
languages uses the Roman script.

Granted, there is a clear confound here with the degree of relation-
ship between the language itself and English. It is no surprise to find
Dutch in level 1, for example. And in fact, all of the level 1 languages
(Dutch, Danish, French, Italian, Norwegian, Portuguese, Romanian,
Spanish, and Swedish) are Germanic or Romance languages. However,
level 2 includes Swahili (a Bantu language) and Malay and Indonesian
(Austronesian languages) beside German and Haitian Creole (a French-
based creole). While Swabhili, Malay, and Indonesian bear little resem-
blance to English, they are at least written in the Roman alphabet, spar-
ing the learner the effort of acquiring an S,.

A final line of suggestive evidence comes from the history of the
Cherokee syllabary, famously invented in the early nineteenth century
by Sequoyah. When the Cherokee syllabary was first disseminated in
the 1820s, “Cherokee children who took up to four years to read and
write English reportedly learned the syllabary in a few days and put it
to use”; yet by the early 2000s the syllabary was “considered by many
native speakers to be an extremely difficult writing system to learn and
use” (Bender, 2002, p. 28). Evidently, a significant change in perceived
difficulty took place between the early years of the syllabary’s use and
the present century. The most plausible cause of this difference was the
introduction of universal English-language education. Nowadays Ro-
man script is S; for Cherokee children. Not only does this mean that the
Cherokee script is, by contrast, S;, but some of the same sorts of confu-
sion as those caused by deliberate script mimicry are at play, since many

4. For example, Azerbaijani (or Azeri) is written in the Roman script in Azerbai-
jan and in Perso-Arabic script in Iran. Since Azerbaijani is the national language of
Azerbaijan, an independent nation to which a US diplomatic mission is posted, but is
not the official language of Iran, Azerbaijani is considered for the purposes of Table 1
to be written in Roman script.
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Cherokee signs resemble Roman letters. For example, Cherokee <W> is
/la/ and <D> is /a/.

5. Synchronic Consequences of a Native Script

Once the possibility of a native script is allowed, a number of results in
the existing literature can be interpreted as consequences for the spe-
cial status of S; and its primacy over S;, analogous to the primacy of
L, over L,. L; learning is characterized as fast, implicit, and complete,
while L, learning is slow, often mediated by explicit instruction, and in-
complete (leaving an accent, and affected by both positive and negative
transfer from L;). The relationship between S; and S, is surprisingly
similar. This section lists briefly a few works that make this point.

First, acquisition of adequate fluency in S, is painfully slow, as al-
ready mentioned to in Section 4. As Elliott (2012) puts it, “Inefficient
decoding can quickly lead to frustration and diminishing motivation, in
turn resulting in less reading practice/time on task” (ibid., p. 66). El-
liott suggests that learners may need practice with simplified texts, as
authentic texts may well be too difficult.

Secondly, there is evidence for an analog to a foreign accent in hand-
writing. Certain hand motions are more or less characteristic of one
script as compared to another, particularly if the two scripts run in op-
posite direction. Machine learning experiments have succeeded at dis-
tinguishing between S; and S, writers of Arabic script with 100% ac-
curacy at the document level (Farooq, Lorigo, and Govindaraju, 2006),
and between S; and S, writers of Roman-script English (where the S,
writers have various scripts native to India as S;) with up to 97.67% ac-
curacy (Ramaiah, Utkarsh, and Venu, 2012).° Furthermore, efforts to
identify the specific accent (i.e., the specific S;, Chinese Hanzi or De-
vanagari) of S, writers of English with machine learning have achieved
up to 89.19% accuracy (Ramaiah, Arti, and Venu, 2013).

Thirdly, scripts are sensitive to transfer from S; to S;. An extensive
body of research reviewed by Bassetti (2013) shows that literacy skills
transfer to a new writing system, but that such a new writing system
is more easily learned if the new writing system is typologically similar

5. A potential confound that the authors do not discuss is that Roman script as
written in different parts of the world (in this case India and the United States) may
have different regional “accents,” separately from any effect of whether they are a
person’s first or second script. Thus even an S; writer of Roman script schooled India
may write detectably differently than an S; writer of Roman script schooled in the
United States. However, this possibility does not negate the existence of accent in
handwriting; it merely adds to the kinds of accents that one should expect. As such it
strengthens the analogy with spoken accents, which may be either regional or foreign.
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to the previously learned one, allowing positive transfer.® As in pri-
mary language learning, where bilingualism is an advantage in learning
a third (or subsequent) language, biliteracy is an advantage in learning a
third writing system. Negative transfer occurs when readers read a word
incorrectly, assigning values that would be correct in their native writ-
ing system. While the examples Bassetti cites occur within a script (e.g.,
English speakers reading Spanish <v> as /v/ rather than /b/), my own
experience with learning Thaana (shown above in Figure 1) included
frustratingly many misreadings of + as /v/ rather than the correct /k/.

An S; may be read with different neural processing patterns depend-
ing on the Sq, showing that the transfer from S; to S; happens at a neuro-
logical level. For example, Kim, Liu, and Cao (2017) found that Chinese
S; and Korean S; readers showed different brain activation when read-
ing English, the Korean S; readers showing more activation in the right
inferior frontal gyrus than the Chinese S; readers. This was attributed
to the fact that the Korean writing system encodes phonemes but the
Chinese writing system does not. Chinese S; readers showed more ac-
tivation in the left middle frontal gyrus, an area which is particularly
active in S; Chinese reading.

Despite the commonalities between S; and L; described in the pre-
ceding few paragraphs, the obvious failure of the parallel between S; and
L; is that S; is explicitly taught, as mentioned in Section 3. Children
are taught to read and write but learn to speak and understand their L,
automatically, without explicit instruction. Nevertheless, there is evi-
dence that some learning of a writing system is implicit. For example,
Pacton, Perruchet, Fayol, and Cleeremans (2001) report on an exper-
iment in which children learning to read and write in French showed
sensitivity to aspects of French orthography that they are never taught.
Specifically, they learned implicitly that French vowel letters are never
doubled and that only certain consonant letters are.

Additional evidence for implicit learning comes from Tsai and Nunes
(2003), who present evidence that children learning Chinese Hanzi
(characters) in Taiwan, where character structure is not explicitly
taught, nevertheless internalize the schemas of character composition
and become increasingly adept at judging whether a novel character
conforms to the schemas between five and nine years of age.

To summarize this section, not only does S, involve greater difficulty,
a foreign “accent,” and other types of transfer from S;, but the S; is to

6. Bassetti (2013) discusses biliteracy at the level of the writing system (more spe-
cific than that of script), so I have used that wording here. Any difference of script
implies a difference of writing system. Not all differences of writing system involve a
difference of script, but just as one speaks only a specific variety of one’s native lan-
guage as Ly, the S; will be instantiated in a specific writing system, so that similar but
weaker S; effects should be expected across writing systems that share a script. See
Section 6 for more on within-script S; effects.
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some extent learned implicitly, strengthening the analogy with L;. Ad-
mittedly, it could be argued that the difficulties associated with switch-
ing from S; to S; are merely the same sorts of difficulties associated with
overcoming any ingrained habit, such as driving on the right-hand or
the left-hand side of the road. However, the same argument could then
be made for primary language being simply a habit, since the difficulties
of switching from L; to L, are analogous to those of switching from S; to
S,. The similarities in the relationship between S; and S, to the relation-
ship between L; and L, suggests that script and primary language are in
the same boat, whether because of the operation of a special language
instinct or merely habit.

6. Diachronic Consequences of a Native Script

This section turns to the diachronic consequences of literate people hav-
ing a native script, an application not made elsewhere in the literature,
to my knowledge. I claim here that the native script effect is the answer
to a question that is not often asked but deserves to be, namely, why
are there so few scripts in the world? This is not a question about the
number of languages that are written as compared to the number of lan-
guages that are not written. Rather, it is a question about why so many
languages share a script, despite large differences in their phonologi-
cal and morphological characteristics that would suggest that different
scripts would be more appropriate for them. While some scripts (such
as Thaana) are indeed confined to a single language, other scripts have
come to be used for many languages. In fact, a few blockbuster scripts,
such as Roman, Cyrillic, and Arabic, dominate the world. Why is this
the case? Why is innovation so rare in the history of script design?’
When a language first comes to be written, there are in theory three
ways in which the pairing of a language and script could come about.
The first, the independent invention of writing, characterized the first
scripts of their respective cultural spheres (such as Sumerian cuneiform
or the oldest Chinese writing). In such a case people who have no prior
knowledge of writing invent a way to write. The second way, script in-
vention by stimulus diffusion, starts from the background knowledge
that writing exists but is not beholden to a prior script for its design
features. A famous example of this type is the Cherokee syllabary men-
tioned in Section 4, since Sequoyah was aware of the existence of writ-
ing but was not literate before he invented the Cherokee syllabary. The

7. Ihave elsewhere commented on such lack of innovation in the history of writing
by calling the alphabet “a monument to ... hidebound conservatism” (Gnanadesikan,
20009, p. 143).



Si: The Native Script Effect 115

third way, script adoption, is the use of a pre-existing script for the
newly written language.

In practice, the first type (creation de novo) no longer occurs, since
some knowledge of the existence of writing has spread to every, or vir-
tually every, part of the globe. Also in practice, there is something of
a spectrum between the second and third types. In other words, there
is a spectrum between the invention of a completely new script and the
wholesale adoption of a pre-existing script, with some scripts becoming
substantially adapted in the transfer to a new language. For example,
the Roman alphabet arose from the Greek alphabet and is very similar
to it but different enough to qualify as a different script. Nevertheless,
the question remains: Why is the end of the spectrum nearer to outright
adoption as common as it is? Why don’t large typological differences
between languages more often lead to large differences in script?

Examples of scripts being borrowed more or less wholesale abound.
A few examples (taken from Gnanadesikan, 2009) will suffice here. Chi-
nese characters (Hanzi) were historically adopted to write Vietnamese,
Korean, and Japanese, none of which are Sino-Tibetan languages, and
two of which (Korean and Japanese) are morphologically synthetic as
opposed to Chinese, which is morphologically analytic. The Aramaic
script spread from Syria to Manchuria over the course of about two and
a half millennia. In the process it spread from Semitic languages to
Indo-European languages to Turkic, Mongolic, and finally Tungus lan-
guages. The letter forms were quite different by the time they came to
be used for Manchu—and the direction of writing had rotated by ninety
degrees—but at each step along the way the changes were relatively mi-
nor. More recently, the Cyrillic alphabet has come to be used for many
minority languages of Russia and the former Soviet Union. Cyrillic as
used for the Slavic language Russian has 33 letters (of which 21 are con-
sonants), yet it has been adapted to write the Northwest Caucasian lan-
guages Abkhaz and Karbardian, each with about 50 consonants. Simi-
larly, the Roman alphabet, with 21 consonants and 5 vowels, has come
to be used for languages as diverse as Vietnamese, an Austroasiatic lan-
guage with 11 vowels and 6 tones, and Xhosa, a Bantu language with 12
clicks and 43 other consonants (Baker, 1997). Simple metrics of the fit of
the script to the phonology of the languages would surely suggest that
these sorts of script adoptions would be dispreferred.

While in some cases extra letters or diacritics may be added, as in
Vietnamese, in many cases digraphs (and even trigraphs) are called on
to stretch the script to fit the language, as in Xhosa. Going so far as to
alter the inventory of letters is rare, however. Baker notes that “Strong
objections to the very idea of using special characters in orthography
design are sometimes held by otherwise rational people, and seem to
stem from a deep-rooted conviction that the Roman alphabet is some-
how inviolable” (ibid., p. 137).
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A similar pattern of preference for an existing writing system can be
seen not just in the choice of script as a whole but also within a script
in the choice of specific orthographies. Grenoble and Whaley (2006)
discuss several cases where orthography designs for minority languages
have failed or succeeded depending on how similar they were to the or-
thographies of the majority languages with which the speakers of the
minority languages were familiar. Thus two orthographies designed for
Coreguaje (a Tucanoan language) failed because they were not enough
like Spanish. An orthography modeled after French designed for Atha-
paskan languages failed because most of the speakers were familiar with
English orthography. On the other hand, the orthography for Zapotec
(an Oto-Manguean language), based on Spanish orthography, has suc-
ceeded despite a poor match with the Zapotec phonology, since Spanish
is the language of education in the Zapotec area.

There are many reasons for the spread of a script. The Arabic script,
for example, spread along with Islam as the script of the Holy Qur’an
(Kaye, 1996). However, the existence of a native script effect suggests
that at least some of the reason for the frequency of script spread as
compared to the rarity of script invention lies in cognitive factors.

The situation is shown schematically in Figure 4. If a native speaker
of an unwritten language (that person’s L;) receives an education, it will
be in the regional written language of education (that person’s L;). The
speaker therefore learns to read in the script of the L,. The upshot of
this situation is that zhe speaker’s S; is the script associated with the speaker’s L.
This kind of situation is extremely common historically, from the days
of Akkadian students learning Sumerian cuneiform to minority children
learning majority languages across the world today.

Ll > LZ

(home) (school)

S( S
\ (school)

S,

FIGURE 4. A schematic showing how the script of a language learned for educa-
tional purposes becomes S; and will therefore tend to be adopted for a previously
unwritten Lj.

Once S; is established as the native script, if the speakers of L; want
to write their language, there will be a strong predilection for using S;
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(Ly’s script). While a different script might be invented or adopted, it
will be at a cognitive disadvantage, since it will be competing with S;.

The natural consequence, therefore, of literate people having a native
script is that existing scripts spread. The trend is as old as the adaptation
of cuneiform to write Akkadian in the third millennium BCE. And the
more powerful a script is, the more it will continue to spread. Educators,
missionaries, and policy makers who are not native speakers of the L; of
Figure 4 but are often native readers of S; also play a role, since they too
are cognitively biased in favor of their S;. Their role in the history of
script adoption is perhaps more expected, however, as yet another case
of domination and/or imperialism by cultural elites. My claim here,
however, is that cognitive factors influence all players—including the
speakers of the previously unwritten language themselves—toward the
adoption of a previously existing, commonly known script, and against
script invention. While the invention of new scripts by previously lit-
erate individuals for their native languages does happen, as in the case
of King Sejong’s invention of Han’gul for Korean (Kim, 2005) or the
invention of Thaana for Dhivehi (Gnanadesikan, 2012), it is relatively
rare.’

7. Is Writing Language?

If there really is a native script effect similar to the native language ef-
fect, then writing and primary language have significant properties in
common, which implies writing cannot be merely dismissed as irrele-
vant to language, as Bloomfield so famously did. But then what actually
is the relationship between the two? Is writing language or not?

While many of the special properties of a native language are also
found in a native script (including even some implicit learning), it is
also clear that writing and primary language are different in important
neurocognitive respects. As mentioned earlier in Section 3, primary lan-
guage is a universal of human societies, while writing is a later and spot-
tily adopted invention. Additionally, different types of writing systems
are processed differently in the brain, a fact that allows for the detection

8. Isuspect that these cases are examples of the biliterate advantage (Bassetti, 2013),
by which readers who already know two writing systems are advantaged in learning
(or in this case, designing) a third. King Sejong knew Hanzi script and is believed by
some to have been inspired by 'Phags pa (Ledyard, 1966). Whether or not he knew
"Phags pa specifically, he would have been well positioned to learn other scripts, as his
school for diplomats offered classes in several foreign languages (Ledyard, 1997). The
inventor of Thaana clearly knew both Arabic script and an older indigenous writing
system, as features of both are incorporated in the design of Thaana (Gnanadesikan,
2012).
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of neurological transfer from S; to S, of the type documented by Kim,
Liu, and Cao (2017) and discussed in Section 5.

What we have, then, is a system that acts very much like primary
language in some ways but is clearly distinct from it in certain other
important ways. How essential are these differences?

Primary language, whether spoken or signed, is believed to be unique
because it uses an inborn, implicitly acting grammar-learning module.
It is a rule-based (grammatical) system. Yet writing, though not inborn,
can also be described as a grammatical system. Myers (2019), for exam-
ple, analyzes the Chinese script as having a grammar—that is, as follow-
ing rules of wellformedness—both in its formal properties and in users’
processing of it. On another tack altogether, the stroke order of writing
letters in both English and Hebrew has been successfully modelled using
Optimality Theory, a theoretical paradigm developed for and primarily
used to model phonological grammar (Ellenblum, 2019).

One way to resolve the tension between the similarities and dissim-
ilarities between primary language and writing—between the innate-
ness of only primary language on the one hand and the grammar-based
properties of both primary language and writing on the other—is sug-
gested by James Myers when he states that “Once this flexible neural
system [of language/grammar] evolved, it may have become as trigger-
happy as our face-processing system (which detects ‘faces’ anywhere,
even in clouds), automatically switching on whenever it encounters any
sufficiently complex communication challenge” (Myers, 2019, p. 22). In
other words, the grammar-building language instinct is so strong that it
entrains other communicative systems into its orbit. If this is so, then it
is no surprise that scripts show grammatical properties and other simi-
larities to primary language.

The view that emerges here is that language is indeed cognitively
special but that this specialness lies not so much in being unique but in
being overpowering. That is, the language module(s) of the brain will
process as language—as grammatically constituted—as many systems as
it can. For a literate individual, that includes writing.

The upshot is that while writing does not start out as language, it
becomes language. This is true both phylogenetically (in the origins of
writing) and ontogenetically (in the acquisition of writing by an indi-
vidual). Historically, writing was not invented to be language. It was
not even invented to record language but rather to record certain types of
information. “[E]arly writing did not reflect spoken language, nor was
it invented to do so.” (Woods, 2010, p. 20). The world’s earliest writing
systems, in Egypt and Mesopotamia, took half a millennium or so be-
fore they “achieved a relatively full notation of language, including its
grammar” (Baines, 2004, p. 150). Yet today the recording of language
is considered by many scholars of writing systems to be essential to the
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definition of writing (e.g., Gelb, 1963, p. 13; Rogers, 2005, p. 2; Daniels,
2018, p. 157).

Similarly, in the life of the individual it is the primary (spoken or
signed) language that is learned with the full drive of the language in-
stinct. The written language requires some explicit instruction. But, as
noted above, children learning to read also learn aspects of their writing
system implicitly, suggesting that they are applying their grammatical
system to entrain language.

The question of whether writing is language may not be answerable
with a simple yes or no. My claim here is that writing becomes language.

8. Conclusions and Applications

This paper has argued that a literate person’s first script has a special
cognitive status—including pre-eminence over later-learned scripts—
that is analogous to the special status of a native language. In other
words, a literate person has a native script. Other scripts learned later
in life suffer the same sorts of disadvantages as second languages: learn-
ers find them hard to process, use them with an accent, and experience
transfer from their S;.

This paper applies the concept of a native script to the historical pref-
erence for adopting existing scripts and the comparative rarity of newly
invented scripts. Native speakers of an unwritten language who are ed-
ucated in a written language will have the script of that non-native writ-
ten language as their S;. Thus educated speakers of the language, edu-
cators, and policy makers will all tend to agree in the identity of, and
their preference for, their S;. This preference for S; means that an es-
tablished script spreads, even more so than the language with which it is
originally associated. The result is a world with many written language
but remarkably few different scripts.’

The various synchronic consequences of the native script effect are
worth considering. These effects occur in the areas of pedagogy and
policy. In pedagogy, the question arises of when Romanization should
be used in second-language instruction (Elliott, 2012). In Figures 1 and
2 above, the Romanization was a distraction, reducing S, input for the
learner. On the other hand, if all L, input must be filtered through a
slowly and painfully read S,, language learning as a whole will be slowed

9. A partial exception is the linguistic area of South Asia, where many different
scripts are used and “there is... a widespread feeling that a self-respecting language
should have its own unique script to confirm its status as a language” (Masica, 1996,
p- 774). Even though this feeling has led to the invention of a number of scripts
for previously unwritten languages, even in South Asia many minority languages are
written in the script of the official state language.
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and perhaps even abandoned. The best way to use Romanization and
when to withdraw it is a question that merits further research.

In orthographic policy, the choice of a script—and of a specific or-
thography within a script—for a newly written language is likely to in-
volve the native script effect on the part of literate speakers in the com-
munity, educators from outside the community, and sometimes even
professional linguists. The examples cited earlier from Grenoble and
Whaley (2006) and Baker (1997) show this. While the prior existence of
a native script for some members of a community does not necessarily
imply that that script should be chosen (or not chosen), it may be useful
to be aware of the native script effect as one factor influencing speakers’
preferences.

There are also consequences to linguistic theory in the native script
effect. On the one hand, if scripts have grammar and behave like lan-
guage, becoming entrained by the brain into the grammatical system,
then the study of writing is a more legitimate undertaking for linguists
than previously believed by members of the structuralist and genera-
tive schools. And the tools and models of linguistics (such as Optimality
Theory, as in Ellenblum, 2019) can be appropriately used to study writ-
ing.

On the other hand, one implication of the native script effect is that
linguists themselves are influenced by their native scripts. This has con-
sequences for linguistic theory, especially phonological theory. For ex-
ample, the concept of the phoneme developed in the context of alpha-
betic writing, while the phonological existence of the syllable was slower
to gain acceptance in modern linguistics (though well established in
other contexts). Famously, Chomsky and Halle’s Sound Pattern of English
(1968) does not contain the word syllable (the term syllabic is used, but is
a feature of vowels). The insight that one’s script influences one’s view
of phonology is not new. The influence of alphabetic writing on phono-
logical theory is noted by Aronoff (1992), who describes “segmentalism”
in linguistics, and even more strongly by Faber (1992), who argues that
phonemes are no more than epiphenomena of alphabetic literacy. More
recently, Port and Leary (2005) have argued that phonological theory
has made a fundamental error in positing that the phonological system
acts on symbolic, graph-like entities.

In evaluating such claims in light of the native script effect, it is on
the one hand possible that Western phonologists have been fooled by
their native script into creating a phonological theory that resembles
their script. On the other hand, it is also reasonable to suppose that ty-
pological features, such as phoneme-sized units, that survive in writing
systems (having been successfully grammaticalized by the language sys-
tem) can be expected to have analogs in primary language, even if such
units are not the only valid levels of analysis. A more thoughtful aware-
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ness of how writing and primary language interact will be to the benefit
of the study of both.
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On Being a Grapholinguist

Dimitrios Meletis

Abstract. In this essay, I discuss the challenges of (engaging in) grapholinguis-
tics, a young field that focuses on writing, a topic mostly marginalized within
‘mainstream’ linguistics to this day. Issues that are raised include the lack of
writing-related classes in linguistic study programs, institutionalization (e.g.,
departments or chairs for grapholinguistics), and pertinent publication and pre-
sentation outlets. Furthermore, the essay highlights problems caused by the in-
terdisciplinarity of grapholinguistics, including linguistic, theoretical, method-
ological, and terminological boundaries that must be crossed. These issues are
partially addressed through a personal lens, i.e. my own ‘journey’ in the field thus
far. This allows me to speak from (some) experience not only about the risks of
focusing on a topic at the periphery of many disciplines and some of the setbacks
this entails but also about my motivation behind proposing a (sketch of a) theory
of writing in my PhD thesis that—based on linguistic Naturalness Theory—aims
to offer a unified descriptive and explanatory framework for studying writing
systems and writing in general. It also gives me a chance to argue that writ-
ing, which can be studied with many of the concepts firmly established in other
fields of linguistics (as well as additional writing-specific concepts), is central to
every language that is spoken, signed and written in literate language communi-
ties and should therefore be an integral rather than an optional part of linguistic
theories and paradigms in general. Essentially, this essay highlights why doing
research in grapholinguistics should be embraced rather than justified.

The Grapholinguistics in the 21st Century conference was a chance for
many people from different disciplines' to get together and present their
writing-related research—research whose breadth is showcased by the
contributions in the present proceedings. Interestingly, despite the en-
couraging vibrance of such conferences (to which one can also count the
workshops of the Association of Written Language and Literacy), even well into
the 21st century, the perception of a coherent discipline dealing with all
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questions pertaining to writing, i.e., a ‘grapholinguistics’ (or grammatol-
ogy, or graphonomy, or whatever one prefers to call it, really),? is every-
thing but widespread. And this is not only a terminological problem—
yes, researchers invested in writing (often unproductively) disagree on
how to call such a discipline (in English®) and the concepts studied by it
and spend a lot of time arguing about labels (cf. a note on terminology
below)—but, more importantly, an issue deeply rooted in the history of
linguistics and the (mis)treatment of writing as an object of research.
It is also a problem caused by the unwillingness to move beyond one’s
own disciplinary boundaries and outside of one’s comfort zone. In this
essay, I will reflect on the discipline and its slow but steady emancipa-
tion, partially through the lens of my personal journey in it.*

My personal interest in writing was already strong when I started
my studies in linguistics in 2010. Soon, however, I had to realize that
writing was not covered in the classes I took (at the University of Graz,
Austria), and sadly (but unsurprisingly), there also existed no classes
specifically dedicated to the topic of writing. Yet, my interest persisted,
and as soon as I had mastered the basics of linguistics, I insisted on
working on writing-related questions, having to do so under the pre-
text of other disciplines so that my professors would tolerate it. As a
result, the first thesis that I wrote was psycholinguistic in nature—but
it focused on the comma. The second thesis likewise incorporated a
psycholinguistic perspective, if only partially—it dealt primarily with
the formal and material aspects of writing, something that, according

2. As I argue elsewhere (cf. Meletis, 2020a), the term graphbolinguistics highlights
that, following the narrow definition of writing—in which it is defined exclusively as
a system relating to language (and not ideas, referents, etc.)—writing is always tied
to language, which is of course the subject at the center of linguistics. Notably, this
does not change no matter from which perspective (or discipline) one studies writing
and thus does not contradict the field’s interdisciplinarity. Also, the term is similar to
terms such as sociolinguistics and psycholinguistics that also designate interdisciplinary
fields with questions of language at their core. However, unlike them, grapholin-
guistics does not merge only two disciplines (like psycholinguistics, which is at the
interface of psychology and linguistics, for example) but the grapho- is meant to in-
clude all disciplines interested in writing. Lastly, German Grapholinguistik was given
as a synonym of Schriftlinguistik by the term’s founder, Dieter Nerius (cf. Nerius, 1988,
p- 1), which grapholinguistics acknowledges.

3. In German, there is no terminological debate: the term Schriftlinguistik (see be-
low) has been adopted and is, at this point, well-established.

4. I am well aware that it is wholly uncommon—especially for a young and little-
established researcher—to write an essay reflecting on a discipline (and a personal
one on top of that). But when Yannis Haralambous, organizer of the conference and
editor of these proceedings, invited me to do so, I still agreed because it is a chance to
share my views on a topic that is, evidently, of personal importance to me. Of course,
all views here are my own, and (however general they are phrased) they are based on
my own experience in the field; I do not mean to speak for others.
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to the structuralist-oriented branch of German research on writing, is
treated by a field called grapbetics (a term in part analogous to phonet-
ics).5 After that, at least in my department, I was already known as ‘that
writing guy’ (word does get around quickly if your interests are ‘non-
traditional’). Unsurprisingly, for my PhD thesis, arguably the first big
project in which one can (or better must) show academic independence,
I had to go all the way (see below). All of this was, of course, only possi-
ble because my supervisors had a certain openness to (or even curiosity
for) topics that were new and foreign to them and trusted that I knew
what I was doing. The flip side of the coin is that as soon as they saw po-
tential in me and believed I could advance to an academic career, they
warned me about the risk or even aimlessness of devoting myself to a
topic that (from their point of view) stands at the very periphery of lin-
guistics, far removed from what is considered mainstream. As you are
reading this, you already know how I decided.

Funnily, even if the predominant lack of writing-related classes in
linguistics programs implies it, it is not as if linguistics has ignored
writing completely. In 1952, with Gelb’s 4 Study of Writing, an impor-
tant and influential book was published on the topic. In 1988, in the
German-language area, the term Schriftlinguistik was first used (cf. Nerius
and Augst, 1988). In 2002, a successful textbook on said Schriftlinguis-
tik was released that has since been (re)incarnated in five editions (the
latest being Diirscheid, 2016). In the late 1990’s, with the workshops of
the Association of Written Language and Literacy, a writing-related conference
series emerged and the first journal explicitly dedicated to writing was
founded—Written Language and Literacy. In 2018, Peter T. Daniels, widely
considered the most important scholar invested in historical and typo-
logical aspects of writing, published a book encompassing decades of
his research. In 2019, an open-access book series was conceived that is
explicitly devoted to grapholinguistics, Grapholinguistics and Its Applications.
And in 2020, a chair for Schriftlinguistik was advertised at the Univer-
sity of Hamburg.

By only looking at this very selective list of highlights in the history
of grapholinguistics, it is undeniable that there have been (and still are)
many (ongoing) positive developments. Within the exclusive club of
‘grapholinguists’ (or whatever one might call them/us), that is. This ex-
clusivity gets palpable when you attend a general linguistics conference,
where it may happen that you’re treated as if you were an alien—by lin-
guists who, of course, all know what a phoneme or a morpheme is (as
do you), since that is uncontroversially considered required knowledge
among linguists, but often have no idea about even the basic concepts of
writing, which is again a symptom of the general lack of writing-related
classes in the curricula of linguistic programs and the low status it oc-

5. A modified version of this thesis was published as a book, Meletis (2015).
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cupies in linguistics in general. Concerning said status, it certainly does
not help that one of the few journals specifically devoted to writing, Writ-
ing Systems Research, was ceased in 2020 (see below for other journals). In
a note in the final issue, the publisher states as a reason “difficult deci-
sions about where and how [publishers, editors, and authors] focus their
attention” and thanks “the readers and authors from across the world,
for your support and commitment to the Journal’s vision of creating a
community around shared interests in writing systems” (Routledge and
Francis, 2019, p. 239). Well, a community that now has lost an impor-
tant outlet for publishing its research. Let me explain why this is by no
means a trivial loss, again with a personal example.

For one paper that I wrote, I intentionally attempted to find a journal
that was not specifically focused on writing since I believe once in a while
it is important to underline in the context of general linguistic jour-
nals that writing is a phenomenon that people are studying (and thereby
show that it is worthy of linguistic study). I will not name the journals
here, but the paper was rejected three times. The first two times, the
editors had not read the paper and had not sent it out to reviewers. In
the first of those cases, the editor asked me whether I had even familiar-
ized myself with the content the journal publishes (I had) and explained
to me that, even though this is a journal about reading and writing, and
structural, i.e., descriptive works on writing systems had been published
there before, my research did not fit the journal. The editor of the second
journal, a fairly young open access journal, responded almost immedi-
ately that my paper sounded very interesting but that it unfortunately
would not fit the journal. Honestly, it does get a bit frustrating when you
are rejected not on the grounds of poor quality of your work but because
of what you chose to work on. At the third journal, finally, the editors
did read my paper, and according to the editor who then sent me the
rejection, they had discussed my paper and came to the conclusion that
it is interesting and good but does not fit the journal—it would rather
be a good fit for a handbook (well, show me a handbook and I'll gladly
submit it there). I was on the verge of giving up when the fourth journal
(fortunately also a general linguistics journal) sent my paper out to re-
viewers. A few months later I was sent two of the most positive reviews
I have ever received, and soon after, my paper was published. This leads
me back to what I said before: that Writing Systems Research was ceased is
not trivial. We need journals for (purely) grapholinguistic research. I
want to complement this with an example that additionally highlights
the relevance of grapholinguistic conferences: as James Myers, whose
illuminating and innovative work on the Chinese writing system was
published in Myers (2019) and, in my opinion, is an invaluable contri-
bution to grapholinguistics, noted anecdotally at Grapholinguistics in the
21st Century, a paper in which he aimed to present his writing-related re-
search was rejected at a linguistics conference. The first negative review
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(which is available to read on Myers’ website),® whose overall evalua-
tion was “strong reject,” states, among other things, that “[t]here is no
parallel between orthographies, created by man and to be learnt/taught
explicitly, on the one hand, and human language, which is precisely ac-
quired by any child without explicit learning/teaching” (cf. also Daniels,
1991 for a similar view from—arguably—within grapholinguistics). Per-
sonally, I would give a ‘strong reject’ to this incredibly reductive and
simplistic view. The second review, whose overall evaluation is “re-
ject,” plainly reads: “This paper does not deal with linguistic matters, it
only discusses graphic and orthographic points.” It is a slap in the face
that general linguists’ horizons can be so utterly limited and that writ-
ing so often is not considered a ‘linguistic matter’. This is why we need
grapholinguistic journals and conferences. However, at the same time—
however frustrating the process may be—it is also paramount that re-
search on writing becomes more visible also in outlets that are reserved
for general linguistics and the fields that are uncontroversially believed
to be a part of it. Writing is no marginal phenomenon, certainly not in
our everyday lives but also not in many scientific disciplines, no matter
how one puts it. Why, then, is studying it marginalized so much?

A further issue that an emerging grapholinguistics faces is that the
diverse backgrounds brought to the table by different researchers are
not always seen as a strength but instead lead to fragmentation and of-
ten unfruitful debates within the ‘discipline’. No one would deny that
writing is a complex phenomenon and as such can be comprehensively
treated only by a combination of multiple disciplines. In this vein, it is
paramount to keep in mind that even though one (understandably) of-
ten thinks one’s own perspective is the most relevant one, other perspec-
tives also have a raison d’étre. Also, different perspectives usually do not
exclude let alone negate one another. When a scholar carries out psy-
cholinguistic research on writing, this does not mean that sociolinguis-
tic research on writing is not also important. In turn, when one works
on sociolinguistic questions, this does not mean descriptive structural
questions are irrelevant. I have experienced this first-hand: much of my
work, starting with my description of the materiality-oriented field of
graphetics and moving on to attempts at defining comparative concepts
such as grapheme and allography, can undeniably be interpreted as being
influenced by the structuralist paradigm (although I would not call my-
self a structuralist). This has been criticized by sociolinguists despite
the fact that nowhere in my work do I state that sociolinguistic research
is unimportant or unnecessary (because I don’t, in fact, believe that it
is unimportant). One can strive to descriptively systematize structural
concepts and terminology that concern writing and still believe that,

6. Both reviews can be found at http://personal.ccu.edu.tw/ lngmyers/
CharFormBorrowing_Reviews.txt (October 21st, 2020).
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since writing is at its core a cultural technique and a way of communi-
cating, scribal practices of users in literate communities are of course a
form of social action and of the utmost importance. In other words, the
first of those questions does in no way devalue the second. Indeed, both
of them are indispensable and should be combined (sometimes unthink-
able for scholars deeply rooted in a particular paradigm) rather than
secluded from one another. Of course, through our academic socializa-
tion, we all have come to position ourselves in specific paradigms within
our respective disciplines. But when we all study the same phenomenon,
we need to make sure the walls of these paradigms and disciplines are
permeable.

Conferences like Grapholinguistics in the 21st Century offer opportunities
to gather and share with each other respective expertises and perspec-
tives on writing. The question, now, is whether one wants to stop
at being in awe for such different perspectives (usually displayed by
expressing gratefulness to presenters right after they’ve finished pre-
senting, e.g., by saying “Thank you for this interesting talk, I've never
thought about it that way/I've never even considered this/this was com-
pletely new to me”) or rather wants to incorporate them into their own
research—either through collaboration or through going the extra mile
and immersing oneself in them. This is not to say that either of those
alternatives is the ‘right’ one. But it is almost trivial to state that an
interdisciplinary grapholinguistics can benefit more when we cease to
(only) do ‘our own thing’. This, of course, is much easier said than done.
A challenge one must face in this vein is breaking through language bar-
riers. A literal language barrier is constituted by the fact that valuable
research on writing has been published in countless languages, includ-
ing German, Russian, French, Italian, Japanese, Korean, and many more.
In the past, this has led to unproductive discourses due to a lack of re-
ception of non-English literature’ (of which I myself am guilty, with
the exception of German-language literature, which as an L1 reader of
German I did of course consider). A metaphorical language barrier is
erected by specific methods and terminology that are used in different
disciplines. As concerns the future of grapholinguistics, researchers can
contribute to improving this situation. Firstly, by publishing impor-
tant findings (also) in English. I want to emphasize that this does not
mean one should cease to publish in one’s own language (as the domi-
nance of English as an academic lingua franca is indeed to be scrutinized);
yet, if one wants ideas to be adopted more globally (or even noticed in
the first place), at least key points need to be made available and dis-

7. This leads to situations like Peter T. Daniels’ rejection of a structural
graphem(at)ics (Daniels, 1991), which, however, had been firmly and uncontrover-
sially established in the German-language grapholinguistic realm (cf., for example,
Giinther, 1988).



On Being a Grapholinguist 131

persed in English so that other scholars become aware of the original
work in whatever language it was published (cf. for terminological dis-
crepancies when publishing in English below). The second problem,
unfortunately, is not as easily solved given that we cannot simply start
to—put very crassly, apologies—‘dumb down’ research in order to make
it more easily comprehensible to scholars foreign to our discipline. At
least not if we strive to publish it in (conservative) outlets that are posi-
tioned firmly in the centers of respective disciplines, which of course in
this day and age is vital for our careers. But then there’s Written Language
and Literacy, for example, or Scripta, or Visible Language—journals that are
openly interdisciplinary and that publish research that may require less
specialist knowledge in a given area. Research that speaks to a broader
audience.

As I mentioned above, if one is not already tenured (and maybe even
then), devoting oneself to grapholinguistics entails a few risks. One
of them is that by wanting to be part of many clubs, you’re not really
part of any one of them. With one exception (see above), there are no
grapholinguistic chairs (that I know of) and it is unlikely that this will
drastically change in the near future. When it comes to job profiles,
thus, no matter whether you are originally a linguist, psychologist, an-
thropologist, computer scientist, etc., when applying for academic posi-
tions, grapholinguistic research is not ‘worth’ the same as research tack-
ling mainstream questions at the center of these disciplines. It is some-
times seen as icing on the cake—a special interest or even a ‘hobby’ (cf.
Meletis, 2020a). It is none of those things. It is the study of one of if
not the most important inventions and technologies of humankind that
has implications for a myriad of fields. However, as long as this lack of
institutionalization exists (which starts with the above-mentioned lack
of writing-related classes), scholars who engage only or predominantly
in grapholinguistics (such as yours truly) will remain exceptions (who
will likely struggle to find suitable positions in academia).?

When looking at the last few paragraphs, it appears that musing
about grapholinguistics tends to turn pessimistic fairly quickly, which
raises the question: why even be(come) a grapholinguist? Well, let’s
start with the most important (if of course subjective) point: it is an in-

8. At this point, I have to admit that when I was asked for career advice once (I was
very surprised that someone would come to me for that), I suggested the person em-
brace their interest for writing buf make sure their research is also firmly rooted in an-
other field—such as psycholinguistics—and labeled primarily as such—i.e., psycholin-
guistic research—in order to ensure that the person has better chances of getting a
job down the road. So I am guilty of acting in a way that contradicts most of what I
state in this essay. But while I myself ‘took the risk’ of concentrating on the subject
of writing and may not get a job at some point for this very reason, I did not want to
be responsible for someone else not succeeding—even if that means there will never
be many people who ‘just’ or primarily do grapholinguistics.
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credibly fascinating field. Ironically, some of the reasons for this were
already named above—but as challenges of grapholinguistics: it is an
utterly interdisciplinary and, technically, still nascent field. The for-
mer results in the fact that there are countless questions one can ask
about writing from many different (combinations of) perspectives, and
the latter means that many of those questions have actually not yet been
studied. Grapholinguistics, to a large degree, is uncharted territory.
For scholars who see research as a discovery process (probably most
of them), this is a very attractive quality. Don’t get me wrong: many
aspects of writing have of course already been illuminated, including
large portions of its history, many facets of its processing (i.e., reading
and writing, although research to this day remains largely alphabeto-
centric, cf. Share, 2014), and even the structure of many major and some
minor writing systems (cf., for example, the many chapters in Daniels
and Bright, 1996 or Giinther and Ludwig, 1994). What is missing in
this impressive accumulation of research, however, is a guiding thread,
which one could argue is the substantial equivalent (and simultaneously
symptom) of the lack of institutionalization and the fact that everyone
is doing ‘their own thing’. A guiding thread would need to address ques-
tions such as: how is the history of writing connected to how humans
process written words? How is processing affected by the structure of
writing systems? Questions like these require the establishment of links
between different disciplines (linguistics, psychology, sociology, cogni-
tive sciences, computer sciences, etc.) and the consideration of diverse
types of data. However, even within a single of the listed areas, links are
often scarce: when linguistic descriptions of individual writing systems
stand side by side and are not put into a larger context, for example, we
are wasting the potential that these otherwise invaluable descriptions
may have for comparison and the establishment of a unified conceptual
and terminological framework that is, for this very reason, still lacking
(cf. Meletis, 2019 for the specific example of the concept of grapheme).
Since new research should be informed by past research and not every-
one who works on a specific question has the time to excessively search
for everything that has been said about a topic from different perspec-
tives, what we also require but largely lack thus far is, at a meta-level,
a historiography of grapholinguistics—which is also a fascinating area
and one that I aim to attend to in the future.

Turning to existing grapholinguistic research to discover common-
alities and systematize them in order to arrive at the above-mentioned
guiding thread is in itself certainly not a ‘flashy’ endeavor. It is defi-
nitely not as innovative as carrying out your own research (and data
collection) to answer your own (new) exciting questions. However, it
is undeniably necessary in establishing a firm theoretical ground for
grapholinguistics. Thus, not only innovation but also systematization
is vital to the advancement of grapholinguistics (and any field, for that
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matter). And it should be emphasized that when it is successful, system-
atization can actually enable innovation. Which leads back to my own
grapholinguistic journey’: At one point—arguably also due to my affin-
ity for theory—I realized my biggest goal would be to systematize some
of what was already there, i.e., to take a step back and see the bigger pic-
ture, to connect dots that were yet unconnected. Years ago, I had stum-
bled across the many compelling reviews semiotician W. C. Watt had
written about important works on writing. In one of them (Watt, 1998)
he assessed that there was no ‘theory of writing’ yet. In other words, he,
too, observed that much great work had been done to study writing from
many angles, but the fact that scholars from diverse disciplines did not
seem to actively notice research from disciplines other than their own
held back the development of what Watt termed a theory of writing—a
theory that does not exist to this day. A central quote in Watt’s (1998,
p. 118) review further specifies what kind of theory he envisioned, “a
theory that would explain [...] why each [...] writing system is the way
it is, instead of some other way, and why all [...] writing systems have
in common what they have in common.” This quote obviously shifts
the perspective from description—how writing systems are structured—
to the additional and more elaborate perspective of explanation—why
they are structured that way. This desideratum of an explanatory the-
ory of writing became one of the driving forces behind my PhD thesis.

The second driving force was my encounter with an—at least
nowadays—Ilittle-known linguistic theory, Naturalness Theory, which is
actually a collection of subtheories, the main ones of which deal with
phonology and morphology. As mentioned above, during my studies, I
seized every opportunity to work on writing-related topics, so my think-
ing had already been tuned to ‘what could/does this mean for writing?’
when I encountered Naturalness Theory. And indeed, this theory ap-
peared to offer so much of what was needed for a prospective theory
of writing: it describes structures and asks how they affect processing
while also considering sociocommunicative needs and practices. Also,
what was immediately attractive was the explicit distinction of a uni-
versal level, a typological level, and a system-dependent level of analy-
sis. Grapholinguistic research has been carried out predominantly at
the system-specific level, partially also at the typological level (which,
however, is not to be reduced to the assumption of writing system ty-
pologies, which have been proposed quite productively, cf. Joyce and
Borgwaldt, 2011). The universal level, by contrast, has remained largely
unstudied. All of these facets of Naturalness Theory, of course, do not
sound unique to linguists, as they are characteristic of the functional-
ist paradigm (the most prominent approaches of which are, nowadays,
usage-based approaches). Furthermore, what has been frequently scru-
tinized when it comes to the naturalist paradigm is the eponymous no-
tion of ‘naturalness’ itself. On the surface, because of its evaluative na-
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ture as an everyday term, it appears to be a potentially controversial con-
cept, but in fact it is roughly the opposite of ‘markedness’ (as established
in markedness theories) and, in usage-based terms, simply means ‘easy
to process for users’. Thus, searching for what is ‘natural’ in writing—
which is important for the discovery of universals of writing—does not
contradict the fact that writing is, of course, an artifact, a cultural tech-
nique that differs in fundamental respects from language per se. It is
rather a search for natural features iz or about the cultural and artificial—
features that were presumably introduced by prolonged use by humans
(and their physiology, cognition, etc.).

In short, being familiarized with Naturalness Theory was the sec-
ond piece of the puzzle that led me to the topic of my PhD thesis. In-
terestingly, two scholars (cf. Munske, 1994, Baroni, 2011) had already
attempted to (partially) transfer naturalist concepts to writing. It was
my goal to take this further. The first challenge in doing so, however,
was that the original linguistic branches given the naturalist treatment—
phonology and morphology—were already well-described when Nat-
ural Phonology (cf., exemplarily, Donegan and Stampe, 2009) and Nat-
ural Morphology (cf., exemplarily, Dressler, Mayerthaler, Panagl, and
Wurzel, 1987), the respective main subbranches of Naturalness Theory,
were conceived. The same cannot be said for grapholinguistics. What
I have commented on at great length in various publications is that
there is no unified descriptive—terminological as well as conceptual—
framework for describing diverse writing systems. Such a framework
would allow comparisons, but it appears that up until a while ago, schol-
ars of writing adhered to a particularist view (cf. Meletis accepted) and
thus believed the diversity of writing systems made the definition of
grapholinguistic concepts (such as grapheme, allography, graphotac-
tics) unfeasible.” A general shift in perspective that could help in this
respect is the one from narrow descriptive categories to looser com-
parative concepts (cf. Haspelmath, 2010). Graphemes of different writ-
ing systems, for example, have to share several core features which are
thus inherent to the definition of the grapheme. When the grapheme
is conceived of as a comparative concept, now, the details that go be-
yond these core features are not set in stone. This means, for example,
that the obvious fact that Chinese and English graphemes differ in some
respects ceases to be a counterargument against the feasibility of defin-

9. Indeed, when considering major works on writing systems such as Coulmas
(2003), Rogers (2005), Gnanadesikan (2009), Sampson (2015), or Daniels (2018), it
becomes obvious that they all juxtapose different systems (mostly by treating them
in dedicated chapters). Thus, an individual, system-specific perspective clearly dom-
inates, sometimes with contrastive undertones (i.e., alphabets differ from abjads in
these respects: ...), whereas a comparative perspective is seldom adopted. Com-
parison, however, is needed for the definition of grapholinguistic concepts such as
grapheme.
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ing a grapheme in the first place. The same can be argued for other
grapholinguistic concepts. Being a theoretician at heart and seeking or-
der, it is those descriptive comparative concepts that I first turned to
before turning to explanation, which was my main goal. These con-
cepts are in many ways preliminary and likely error-prone because at
this stage, they have not incorporated all diverse types of writing sys-
tems. My personal aim was to at least take into account major represen-
tatives of each type of writing system (following Daniels’ 2017 typol-
ogy), which inevitably leaves many more marginal systems and excep-
tions unaccounted for. (Which—if you feel addressed at this point—is
where you could step in.)

Explanation, then, is of course the even trickier part. According to
Naturalness Theory (and many other functional theories), explanations
can be attained with the help of external, extralinguistic evidence. In the
case of writing, the various forms in which this evidence manifests itself
are manifold and come from the most diverse fields, which is of course
a challenge for a person who is most often only trained in one field (see
above). Indeed, explaining why writing systems are the way they are—
as Watt envisioned—is an incredibly ambitious endeavor. What is a pre-
requisite for it to be successful is knowing how one could go about in
finding it out. Which is why, with my published PhD thesis The Nature
of Writing: A Theory of Grapholinguistics (Meletis, 2020a), I am not offer-
ing a full-fledged theory of writing but a sketch of a theory of writing,
a roadmap of steps necessary to arrive at a theory of writing and, in
the process, I actually attempt to take some of those steps myself. This
sketch will need to be extended, revised, and, most importantly, filled
in with data from writing systems that have not yet been included, as
mentioned above.

The basis for explanation is also the very core of usage-based ap-
proaches to linguistics: the structure of language and the use of language
(and its users) interact. Accordingly, a truly comprehensive theory must
consist of a descriptive part and an explanatory part. Considering both
structure and use also accounts for the fact that grapholinguistics is in-
terdisciplinary. Structure is mainly attended to by linguistics (or, more
generally, semiotics), different facets of use—among them processing
and communication—are studied by psycholinguistics and sociolinguis-
tics, among other fields. In short, a theory of writing has to treat writ-
ing simultaneously as a graphic (i.e., visual and/or tactile) semiotic sys-
tem that relates to language, a form of data transmission that needs to
be processed, a medium of communication, and a cultural technique.
Of course, writing can also be studied from only one of those perspec-
tives at a given time, but arguably, a theory of writing must be capable
of accounting for all of its functions and ‘identities’, which leads to an
assumption of four intricately interacting ‘supercategories’ of criteria
(which I have termed ‘fits’, cf. Meletis, 2018; 2020a) that are of system-
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atic, semiotic/descriptive, psycholinguistic, and sociolinguistic nature.
These supercategories are generally useful in treating individual writ-
ing systems or comparing them with one another—but already from an
explanatory rather than a purely descriptive perspective.

What I want to emphasize here without reiterating everything that is
stated in my thesis is: a theory of writing does not need to be constructed
from scratch. And Naturalness Theory is of course not the only theory
that can be used as a basic framework for a theory of writing—indeed, a
mixture of different theories might actually be the best solution. Trans-
ferring concepts from an existing linguistic theory to the study of writ-
ing is in a way innovative in that the fewest linguistic theories explicitly
treat writing. In a nutshell, the dominant linguistic paradigms largely
ignore writing, to this day. This means that grapholinguistics is not just
considered ‘niche’ because the object of writing is seen as marginal but
also because major theories have not even attempted to include it, which
is a shame since writing can be studied with many of the useful tools that
have been established in linguistics. For this reason it is not understand-
able (to me) that linguists often appear to know so little about writing
or simply do not care about it: writing, in so many respects, is just like
language—only in a microcosm (cf. Meletis, 2020a). This goes against
the detrimental misconception (which was cited above) that there are no
parallels between language and writing because the former is acquired
naturally while the latter is taught. Indeed, the similarities between lan-
guage and writing are actually unsurprising given that writing, as one
of three modalities of language (the others being spoken language and
sign(ed) language), is language.’® Also, languages are semiotic systems,
as are writing systems. A crucial difference between them is that writing
is a much more manageable phenomenon than language. Reasons for
this include that there are fewer types of writing systems than language
types and, of course, fewer writing systems in total than languages of
the world. The history of writing is also much shorter than the history
of language, its development much more reconstructable, since writing
is not fleeting like speech and we have records of it that go back thou-
sands of years. All of this makes writing an attractive object of research.
And given that the majority of linguistic research relies on writing (cf.
the written language bias, Linell, 1982), it is hypocritical for linguist(ic)s
to continue excluding it. I want to go even further to show how funda-
mentally writing affects us (its users) as well as language: in my next
grapholinguistic/sociolinguistic research project, I will investigate how
the structure of different writing systems (such as Norwegian, Japanese,
German) as well as specific sociolinguistic embeddings/circumstances

10. Take the concept of allography: its different types that are found in the world’s
writing systems behave exactly like allophony and allomorphy (cf. Meletis, 2020b),
and no one would deny that phonology and morphology are parts of language.
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of literacy and scribal practices influence categories of normativity that
help users evaluate as (in)correct, (in)appropriate, etc. not only writ-
ing but language in general. In a nutshell: whether there is an ortho-
graphic relativity to linguistic normativity (cf., for a similar question,
the interesting-looking new book by Hye Pae, cf. Pae, 2020). What is
clear already at this point—and few people would dispute this—is that in
literate cultures, writing has been a game-changer. It is naive to believe
that comprehensive linguistic theories can afford to ignore it (cf., in this
context, for the extreme psycholinguistic/cognitive position that units
of language such as the phoneme, word, and sentence, are constituted
by writing, Davidson, 2019).

While there used to be no grapholinguistic community (at least on a
global scale, as there did exist local communities such as several writing-
related groups in Germany in the 1980’s), I am happy to observe that
this has changed, and an international community is slowly starting to
form itself—not least because of conferences like Grapholinguistics in the 21st
Century or the workshops of the Association of Written Language and Literacy.
Since we are few (at least in comparison with communities in other lin-
guistic subfields)—and this may sound overly emotive—we must stick
together, also to exude some unity and coherence to outsiders of the
field. Thus, I am urging everyone who is interested in writing from any
given perspective or discipline to feel included in this community, re-
gardless of whether one agrees with the label or not. In the end, it does
not matter whether we call this endeavor ‘grapholinguistics’—it is our
shared interest in writing that counts, and everyone who studies writing
brings something to the table that potentially enriches the field. How-
ever, in order to work together, as outlined above, we must (be willing
to) cross linguistic, theoretical, and methodological boundaries. Diver-
sity is a strength, not an obstacle. And I am hoping for or—phrased
more positively—looking forward to witnessing (and also participating
in) many cross-disciplinary collaborations in the future.

A final note on terminology and openness: I am not saying we should
not engage in fruitful discussions about certain terms—provided these
discussions also bear on the conceptual level of the terms and are not
purely terminological. Thus, itisjustified to discuss whether there issuch
a thing as a grapheme while it is unproductive to fight (at least exten-
sively) over how to call it when both arguing parties actually agree on
the concept behind it. Since grapholinguistics subsumes so many fields,
perspectives, and academic cultures and traditions, it is inevitable that
some terms may not be accepted by everyone right from the start. But
what I want to argue for here is that one should still be open to them. Let
me provide two examples: the term grapbetics, I was told, because of the
-etics and the emics/etics dichotomy it connotes, will be dismissed by so-
ciolinguists who believe that the material and formal appearance of writ-
ing also has functions (which of course it does), and it will be rejected to



138 Dimitrios Meletis

such a degree that—and I was told this by someone standing at the thresh-
old of grapholinguistics and sociolinguistics—sociolinguists will not read
abook when itlists graphbetics as a subjectin its table of contents. This, how-
ever, would preclude them from finding out that the term may be defined
in a manner that includes functional aspects and accounts for all sorts of
questions that pertain to the materiality of writing, not just formal and
structural ones (as the term admittedly suggests). This is what I mean by
‘openness’, or the lack of it, to be precise. However, being open also means
being willing to rethink or abandon certain terms when other perspec-
tives or suggestions come along—such as when a term is proposed that is
demonstrably terminologically more inclusive than grapbetics.

A second example of this concerns the term orthography. In anglo-
phone literature, it is largely used in a descriptive sense, sometimes
as a synonym of writing system. I have argued in some places (e.g.,
Meletis, 2018; 2020a) that orthography should not be used in this descrip-
tive sense as it more fittingly denotes the prescriptive regulation of a
writing system (and, thus, only part of a writing system, which means
the two terms are not synonymous), cf. Greek dpddg orthds ‘right, true (also:
straight, erect)’. This is admittedly a hard pill to swallow for people who
have become accustomed to using orthography descriptively (a perspec-
tive for which other traditions have used terms like German Grapbematik,
Italian grafematica, or French graphématique, which in English is of course
graphematics). I've been told repeatedly that this distinction between or-
thography and graphematics is Germano-centric as it only pertains to
German with its external orthographic regulator (the Council for German
Orthography) that curtails the theoretically possible variants provided by
the graphematics of the writing system. Indeed, the perspective I am
coming from is germanophone, and in German, the distinction between
Graphbematik and Orthographie has a long tradition. This conceptual dis-
tinction, however, is by no means only useful or even necessary for
German. There are external orthographic regulations also for the writ-
ing systems of Spanish, Norwegian, Dutch, French, Italian, Korean, etc.
Thus, it is actually the other way around: insisting that orthography is
a descriptive term is Anglo-centric. English is an ‘outlier’ writing sys-
tem not only when it comes to reading research (cf. Share, 2008) but also
when it comes to the self-regulating nature of its prevalent norms. What
I want to say is: no one wants to devalue or delegitimize these past uses
of orthography. Going forward, however, in the sense of a more inclusive
and comparative study of writing that brings together different schol-
arly traditions (such as the Anglo-American and German traditions), it
can be good to rethink certain practices, and the use of terminology—
again, if it entails conceptual consequences as well—is a part of that.!!

11. Another example is the use of logography instead of morphography, often justified
by the claim that one should not abandon established terms.
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And again: scholars interested in writing should of course engage in dis-
cussions and it is self-evident that they will not always agree on every-
thing. But it is important to ensure discussions have useful outcomes
and are not driven by vanity and lead to stagnation or fragmentation.
I have revised terms that I had coined myself (such as ‘graphic word’ in
Meletis, 2015) because I later found they were actually not fitting. Re-
search is never a done deal, especially so in a still-emerging field like
grapholinguistics—which occasionally means it is necessary to revise
opinions but also makes the field all the more exciting.

At the end of this essay, I want to cite Baroni’s (2016, p. 291) plea:
“Most linguists, when dealing with graphemics, written language, writ-
ing systems and orthography, feel the need to justify themselves. It is
about time to change this attitude and to stop feeling guilty about treat-
ing graphemics as part of linguistics.” In my opinion, there is no better
way of putting it. Personally, I have stopped justifying my interest in
writing. Thus, this essay is not to be read as a justification, but a reck-
oning of sorts, outlining why one shouldn’t (have to) justify. You should
try it too, it feels good. At the end of the day, it’s very simple: writing
is a fascinating and important subject and deserves to be studied for its
own sake—which is why I am happy to be a grapholinguist.
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The above quote is a representative example—the fact that it dates
from 1887, being a passage in Ludvig Wimmer’s Die Runenschrift (p. 11),
which is widely considered to mark the beginning of modern Runic
studies, should serve to convey an idea of the present state of affairs.

Curiously, the topic’s popularity is due not so much to the pull of the
challenge to find a plausible explanation at all, but to the abundance of
possible solutions which suggest themselves. The difficulty lies not in
constructing a (more or less) convincing argument, but, faced with a
host of such, in comparing, assessing, and ultimately choosing that path
through the thicket which one considers least fraught with obstacles—
for, after all, few models yet have been conclusively disproved, and none
was so compelling that somebody else did not prefer another (Williams,
1996, p. 121; Williams, 1997, p. 190). Arguments are adduced from all rel-
evant fields—linguistics, archaeology, ancient history, grammatology,
and their various subfields. Much hinges on the weighting of the differ-
ent aspects, as the starting point often determines the result (Heizmann,
2010, p. 18); comparing and weighing the models against each other be-
comes an almost hopeless endeavour (Barnes, 1994, p. 12f)

To a certain extent, the possibility of a piece of data being assessed
differently, its being considered relevant to the issue or not, is rooted
in the methods proper to the humanities. Still, there are some recur-
ring points in the discussion of the Runic origin-question which may
be either cleared up or at least shown to involve matters which are not
sufficiently well understood currently to be used to build theories on.
For example, alphabet history or, generally, script history is regularly,
yet usually somewhat vaguely referred to in the literature. There are a
number of claims and premises which relate to historical and compar-
ative grammatology—concerning for example the likelihood of source
eclecticism in the development of new scripts, the validity of the argu-
mentum ex silentio with regard to evidence gaps, or the role of ortho-
graphic features such as writing direction in script transfer—which have
been employed as arguments in the discussion of Runic derivation, and
I believe that something can be gained—if not in terms of concrete re-
sults, then at least methodologically—from a comparative investigation
of these issues, to determine whether such claims are justified, whether
they must be refuted, or whether their argumentative value is in fact nil.
Systematic comparative studies of script transfer would benefit not only
runology and other epigraphic/palacographic fields which could profit
from substantiated comparative and typological data, but also the study
of historical grammatology per se.

This paper, like the presentation on which it is based, represents a
small and selective contribution to one of these very large and general
issues of script history: how do new scripts come into being? Specifi-
cally: do new scripts “develop” or are they “created”? Do they emerge
through gradual diffusion, or are they the work of purposeful inven-
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tors? The question is at the same time fundamental and elusive, and the
answer (either of the two, or a more differentiated one) may seem ob-
vious to many scholars. Still, unargued statements about how script is
thought to be transferred to a new writing community is found in the—
not only runological—literature, whereas I have not come across an ex-
plicit discussion of the matter, which I think the topic warrants. This
paper cannot, of course, serve as a comprehensive study, but is intended
as a stimulus for future research.

2. Runic Derivation

2.1. The Search for the Model

For general orientation, a short summary of the issues involved in the
quest for the model of the Runic script is in order. The older fupark, the
oldest rune row as shown standardised in tab. 1, was used by speakers of
Germanic languages between the 2nd and 8th century AD. It is an alpha-
betic script, and similarities to the Mediterranean alphabets are immedi-
ately evident, e.g., $—iota, $—sigma, B—beta, [—lambda. Upon closer in-
spection, however, many of the individual letter shapes and grapheme-
phoneme correspondences are quite surprising insofar as they find no
clear models in the south, e.g., M /e/, P /w/, ¢ /1/. Runic equivalents of al-
phabetaria show that the order of the row is entirely different—hence the
term fupark instead of alphabet. The letter names given in tab. 1, though
fully transmitted only in later mediaeval sources, can be quite reliably
shown to go back to at least the 4th century—unlike the Mediterranean
letter names, let alone the simple syllabic letter designations of Latin,
the names of the runes are lexically meaningful in the language which
the letters denote.

TABLE 1. The normalised letter forms of the older futhark together with
their transliteration, (supposed) phonetic values, and the (sometimes only ten-
tatively) reconstructed Proto-Germanic rune names (following Diiwel, 2008,
p. 198f)

r £ f *febu N h b x “haglaz | T t t *tiwaz
N u wa *Uruz + n n *naudiz | 8 b b, b *berkanan
b b P I hPurisaz | i 4 *isaz M e eeé *ehwaz
Fa aa *ansuz | S i *eran | M m  m *mannaz
R r r *raido i i Yfwaz |1 l *laguz
< k& *kaunaw’ | K p p *perpo’ | © g Vi *ingwaz
X g g¢g *gebo Y R z/r algiz |MN d dd *dagaz
P w *wunje’ | 5 s s *sowilo | R o 0,0 *opalan
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Runic inscriptions appear somewhat abruptly on portable items in
the second half of the 2nd century AD in southern Scandinavia (south-
ern Norway, Denmark and northernmost Germany), seemingly well be-
yond the limits of literate Europe at the time. The earliest inscrip-
tions are very short; where they are understandable, they encode the
personal names of owners, writers and manufacturers (and sometimes,
fancifully, also weapons); there is no evidence for public literacy in the
earliest phase. There is some debate on which exact Germanic language
(stage) is encoded in the first documents; it is accordingly hard to ar-
gue how well the older fupark represents the phonemic system(s) of the
language(s) it denotes. Graphically, the script is very uniform from the
beginning; beyond a few minor differences in letter forms, there are no
recognisable regional or chronological variants. The writing direction,
on the other hand, is not fixed, and word separation is optional; appar-
ently random retrograde runes, mirrored runes and various types of lig-
atures are common.

In some ways, the older fupark is quite an ordinary specimen of
Palaeo-European scripts—a group which, after all, boasts members like
the Iberian script and Ogam—but the fact of its existence remains baf-
fling in many respects. The plethora of contributions to the question
of how the runes came to be is usually collected in three camps ac-
cording to whether the (primary) model is the Latin, the Greek, or a
North Italic alphabet, respectively. Each of these camps includes a large
number of widely different theories which involve different geograph-
ical, diachronic or stylistic alphabet variants and emphasise different
aspects—formal, grammatological, linguistic, archaeological, historical,
cultural—of the borrowing, and have correspondingly different virtues
and shortcomings. As of today, no single attested Mediterranean alpha-
bet has been identified which provides everything a model for the runes
ought to provide, namely:

— models for all Runic graphemes and motivation for their sound val-
ues,

— explanations for the deviant order and the letter names,

- paradigms for the epigraphic culture (writing conventions and text
types), and

— a plausible historical context for a borrowing.

While the recent decades have seen, to some extent, a shift away from
formal to historical-archaeological considerations, it is the letter forms
and values which were and are the focus of theories of Runic origin.
Since the work of Jacob Bredsdorff (1822), the scientific community has
been widely agreed that the runes are not derived directly from the
Phoenician alphabet; the claim that they represent a Germanic or even
Indo-European proto-script has also rather lost in appeal. The many
suggestions offered to this day work with a handful of potential model
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alphabets which are derived from each other and are consequently so
similar in many respects that the distinction between genetical and ty-
pological developments is as difficult as the identification of discrete ge-
ographical and diachronic variants (Wimmer, 1887, p- 20; Mees, 1999,
p- 149). The debate moves within such a narrow field that the numer-
ous possibilities for formal derivations are hard to prefer to each other—
any rune can be argued to correspond to a daunting number of letters
from various northern Mediterranean alphabets and alphabet variants.
Many derivations proposed by scholars have been criticised and/or re-
jected for what was considered an inadequate or even principally flawed
handling of the establishment of graphic or systematic relationships be-
tween model letters and runes. The demand for a consistent approach
which respects both character shapes and grapheme-phoneme relation-
ships, and for the avoidance of ad-hoc explanations, is found regularly
in the runological literature—again, it can be traced back to Wimmer
(1887):

daichals hauptgrundsatz fiir die ableitung zweier alphabete von ein-
ander die forderung aufstelle, dals die zeichen einander sowohlin form
wie bedeutung entsprechen miissen, wofern man nicht, wo dies in der
einen oder andern richtung nicht der fall ist, ganz evident die griinde der ab-
weichungen nachweisen kann. Sonst wird man leicht zu den willkiirlichsten
und unbegreiflichsten zusammenstellungen verleitet (1887, S. 120).2

How hard it is to meet this requirement was demonstrated by Wim-
mer himself. The initial impact of his seminal work was probably to no
little extent owed to the favourable impression that his tidy presentation
of well and elaborately argued derivations of all the runes from the let-
ters of the Classical Latin alphabet made in comparison to earlier efforts.
In hindsight, Wimmer heads a long and illustrious line of scholars whose
theories involve a few plausible or even seemingly obvious correspon-
dences and explanations beside a considerable number of motivations
for discrepancies that range from the disputable to the highly improba-
ble. It is often attempted to support individual derivations by referring
to similar, but unrelated developments in other alphabets, by positing
principles of rune formation which are then used to circularly moti-
vate the forms they were inferred from, and/or by making unsubstan-
tiated assumptions about the circumstances of the derivations. Ad-hoc
explanations of sound values which were switched, adapted or misinter-
preted, and letters which were inverted, mirrored, doubled and confused

2. ‘since I posit as main principle for the derivation of two alphabets from each
other the requirement that the characters must correspond to each other iz form as well
as in meaning, unless one can, where this is not the case in one or the other direction,
demonstrate evidently the reasons for the deviation. Otherwise one is tempted to the
most arbitrary and incomprehensible combinations’.
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with each other, are equally numerous.®> Morris (1988, p. 48) calls this
the “mental gymnastics” of Runic derivation.

2.2. The Rune Master

In light of what was said in the previous section, it becomes under-
standable that some scholars have asked the question whether the search
for individual derivations is really, as claimed by Wimmer, useful and
necessary. Indeed, there is a school of thought in runology which li-
censes sidestepping the problem of character correspondence on the ba-
sis of the claim that the fupark is not so much an adjusted derivation of
its model alphabet, but more of an independent creation. That is, the
fupark is not regarded as the result of an adoption whose deviating fea-
tures must be reasonably accounted for, but as an adaptation undertaken
by a purposeful creator who made ultimately arbitrary decisions about
the treatment of letter shapes and values (including the use of superflu-
ous characters and the introduction of new ones), the inner logic of the
system (or lack thereof), the overall style—in short, about every aspect
of the new script he created. As a consequence, the modern scholar’s
attempt to derive each rune from a letter in a Mediterranean alphabet
must be “a fruitless endeavor” (ibid., p. 150). This view was, I believe,
first advanced by Askeberg (1944), who wrote that the fupark was not
“en slavisk kopia”, but “en timligen fri omarbetning av forebilden™* (78).
Askeberg’s statement was echoed by Moltke (1976, p. 53) and features in
a near-translation in Moltke’s (1981) paper: the fupark is “not a slavish
imitation, but a free moulding” (7), the focus on the letters and their
sequence an infatuation (6).

The notion of a rune master who created a script for the Germanic
language is present from the 18th century, with Géransson (1747) ob-
serving that the fupark was the work of a “sehr weisen meister” (§3)—
“Die runen sind nicht von einem heiden, sondern von einem from-
men und von gottes heiligem offenbartem worte hocherleuchteten und
weisen gottes-manne erfunden” (§7)°—and is found regularly in the
runological literature.® Some scholars think of a small group of peo-

3. Examples and discussion, e.g., in Odenstedt (1990, pp. 145-167) and Morris
(1988, pp. 9-54).

4. ‘a slavish copy’—‘a rather free reworking of the model’.

5. ‘very wise master’'—The runes were not invented by a heathen, but by a pious
man of God, wise and highly enlightened by God’s holy revealed word’. Cited from
Wimmer (1887, p. 12) (there already in German translation).

6. E.g., Wimmer (ibid., p. 176); Bugge (1913, p. 185); Kluge (1919, p. 48); Baesecke
(1940, p. 101); Rosenfeld (1956, p. 236); Kabell (1967); Jensen (1969, p. 129); Hofler
(1971, p. 135); Jungandreas (1974, p. 366); Elliott (1989, p. 9); Rausing (1992, p. 202);
Williams (1996, p. 213); Birkhan (2006, p. 89).
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ple within whose sphere the fupark originated rather than of a single
person, but tend also towards purposeful creation.”

Though theories involving an unsophisticated creator (i.e., a person
with little to no literacy in the model script according to the terminol-
ogy of Daniels (1996a)) do exist (e.g., Fairfax, 2014, pp. 215-217 and
Friesen, 1918—-1919, p. 12, whose Germanic script inventors received only
very basic or inadequate tutoring), the inventor of the runes is more of-
ten considered to be a speaker of a Germanic language not merely with
competence in writing the source language, but often with some level
of classical education. The sophisticated creator is necessary particu-
larly for theories which consider certain aspects of the Runic script to
be so tidy that they cannot be explained but by a purposefully regulat-
ing hand—this concerns mainly the “perfect fit”, i.e., the much-debated
bi-unique correspondence between the runes of the older fupark and the
phoneme system of the language it initially denoted,® and the phoneti-
cally ordered rune row.

Theories which involve the reconstruction of a phonemic fit require
a sophisticated inventor who performed a (graphemic and) phonemic
analysis of model and target language (e.g., Derolez, 1998, p. 109).°
Gronvik (2001, p. 58f) says that the runes were created “durch einen ein-
maligen, genau geplanten und in einem Zug durchgefiihrten Vorgang”.
The creator was

ein Mann mit eingehendem Verstindnis des eigenen Sprachsystems, aber
auch mit sicherer Kenntnis lateinischer Schrift und Kultur. Wir kénnen ihn
uns als einen bereisten und hoch kultivierten ddnischen Hiuptling vorstellen,
der imstande war, das Prinzip der Buchstabenschrift zu tibernehmen und es
seiner eigenen Sprache anzupassen, der aber zugleich eine bedeutende sozia-

7. E.g., Moltke (1981, p. 4); Braunmiiller (1998, p. 18f); Spurkland (2005, p. 6).

8. This is not the place for an exhaustive discussion of the question of the per-
fect fit. There are some problematic cases in the rune row which require particular
attention, also in terms of motivating their existence despite the ruling hand of a cre-
ator. Basically, there are four options to accomodate these elements: (1) the script is
older than the oldest preserved texts and consequently fitted to a different phoneme
system (e.g., Antonsen’s explanation of [); (2) the script is tied to the model in more
ways than one (usually theories involving script magic or gematria, e.g., Wimmer’s
explanation [Wimmer, 1887, p. 135f.] of I as a filler to make twenty-four letters); (3)
the creator failed to completely emancipate himself from the normative force of the
model (e.g., Antonsen’s explanation of ©); (4) the creator did not have a perfect grasp
of the model (e.g., Williams, 1997, p. 186).

9. See also Agrell (1938, p. 89); Alexander (1975, p. 7); Odenstedt (1990, p. 169);
Beck (2001, p. 6f); Stoklund (2003, p. 172); Diiwel (2003, p. 582); Braunmiiller (2004,
p. 25); Duwel (2008, p. 181); Heizmann (2010, pp. 18-20); Spurkland (2010, p. 65);
Barnes (2012, p. 10), and Dillmann’s Runenmeister-entry in Reallexikon der germanischen
Altertumskunde (2003, 540f).
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le Position in seinem Heimatland hatte, so dafd sein Alphabet sich bei seinen
Standesgenossen schnell durchsetzen konnte.!?

The sophistication of the rune master(s) is also discussed explicitly
by Braunmiiller (1998, p- 18f), who ascribes the creation of the runes to
a small, presumably co-ordinated group of inventors with Latin educa-
tion, either soldiers or traders: one must

wohl davon ausgehen, dass [the rune masters] tiber ein nicht geringes lingu-
istisches Fachwissen verfiigt haben, das sie wohl nur im Umkreis einer Spra-
che mit einer lingeren Schrift- und Bildungstradition erworben haben kén-
nen [...] Den ‘Erfindern’ der Runenschrift muss beispielweise bekannt gewe-
sen sein, welches Abbildungsverhiltnis zwischen Allophonen und Phonemen
in der/den Entlehnungssprache/n bestand, wie dort die Zuordnungen von
Phonemen und Graphemen aussahen sowie schliefdlich auch, ob es mehrere
Grapheme fiir 1 Phonem [...] und ob es z. B. 1 Graphem fiir 2 Phoneme [...]
gab. Dariiber hinaus muflten die ersten Runenmeister [...] die eigene Spra-
che dahingehend untersucht haben, ob es hier nicht Phoneme gab, fiir die
im Ausgangs- oder Entlehnungsalphabet keine entsprechenden Grapheme zu
finden waren. [...] M. a. W., es ist, zumal nach der Analyse des sehr guten
Phonem-Graphem-Abbildungsverhiltnisses im dlteren Fupark, davon auszu-
gehen, daf hier Leute mit einem fundierten Fachwissen am Werk waren und
daf’ sie zweifellos die Absicht hatten, eine einheimische Gebrauchsschrift zu
schaffen.!!

The same goes for theories which explain the order of the rune row
as phonetically motivated, e.g., Jensen (1969, p. 134), who postulates
patterns in the distribution of types of articulation, adding: “The hy-
pothesis that so much abstract theory lies behind the alphabet of our

10. ‘by a one-time, precisely planned operation executed in one go’—‘a man with
in-depth understanding of his own language system, but also with reliable knowledge
of Latin writing and culture. We may picture him as a travelled and highly cultivated
Danish chieftain who was capable of adopting the principle of alphabetic writing and
adapting it to his own language, but who at the same time had an important social
position in his homeland, so that his alphabet could establish itself quickly among his
peers’.

11. ‘assume that [the rune masters] possessed considerable linguistic expertise,
which they can only have acquired in contact with a language with a long tradition of
writing and education. [...] It must, for example, have been known to the ‘inventors’
of the Runic script which relationship existed between allophones and phonemes in
the source language(s), how the allocation of phonemes and graphemes worked the-
re, and finally also whether there was more than one grapheme for one phoneme [...]
and whether there was, e.g., one grapheme for two phonemes. Furthermore, the first
rune masters must have [...] studied their own language with regard to whether there
were phonemes for which no corresponding graphemes could be found in the source
or model alphabet. [...] In other words, one must, particularly after the analysis of
the excellent phoneme-grapheme relationships in the older fupark, assume that this
was the work of people with sound expertise, and that they had without doubt the
intention to create an indigenous functional script’.
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shaggy forefathers may be hard to swallow for whosoever believes that
new scripts arise only through corruption of other alphabets” (p. 134).
(Cf. also Miller, 1994, p. 68.)

The assumption that the creator knew what he was doing calls for a
motivation to explain the many non-obvious deviations from the model.
The most popular stance is to suspect an ethno-nationalistic motive be-
hind the reworking, viz. that the runes were created as a “Geheim-
schrift” (‘secret script’, Gronvik, 2001, p. 58) which was designed specif-
ically to be undecipherable to a person literate in the source language.'

If the involvement of a deliberate creator, who maybe even purpose-
fully distorted the model, is assumed, certain aspects of the relationship
between model and, in the present case, rune row become irrelevant to
the argument of derivation—most importantly, the problems pertain-
ing to graphic forms and grapheme-phoneme relationships. Deviations
from the model can be summarily explained as idiosyncrasies which are
due to an individual’s fancy and do not require or indeed do not al-
low for detailed argumentation. The potential for randomness in this
bottleneck-approach is acknowledged by Miller (1994, p. 67): “There is
no reason to accord the fupark inventor(s) any less creativity or prerog-
ative than known script designers.”

Of course, as was shown above, the notion that the older fupark is a
deliberate creation is not merely an excuse to save one’s self the task of
explaining the details of the script’s weirdness—features like the phone-
mic fit and the deviating order of the row are indeed best explained
through the intervention of a creator. The uniformity of the earliest
Runic documents is also frequently taken to speak for a one-off creation
as opposed to a gradual development (e.g., Mees, 1999, p. 145; 2000,
p- 57). All features, however, which have been claimed in favour of a
rune master are ultimately theory-dependent, i.e., they are not accepted
by all scholars and/or have also been explained differently, and thus can-
not be used as conclusive arguments for the existence of an inventor.
Also, there are other characteristics of early Runic writing which have
been cited as arguments for a gradual borrowing process, such as the
preponderance of owner’s inscriptions, which Markey (2001, p. 88) con-
siders to reflect the first stage of the borrowing process: reproduction of
the model without a specific purpose. Pedersen (1923, p. 51f) assumes a
pre-attestation phase in which the Runic script was gradually developed
out of an imitation of the Latin alphabet. Following Pedersen, Odenst-
edt (1990, pp. 163-167) expresses the opinion that all the peculiarities of
the fupark can be explained organically and that the fupark does not de-

12. Such and similar positions in, e.g., Musset (1965, pp. 47—49); Prosdocimi (1985,
pp- 392-395; 2003, p. 438); Scardigli (1993); Barnes (1997, pp. 9-11); Griffiths (1999,
p- 193); Stoklund (2003, p. 178); Williams (2004, p. 272); Spurkland (2010, p. 76);
Heizmann (2010, p. 20).
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viate from its (in his case also Latin) model so far that a “single inventor
(often described as “ingenious”)” (1989, p. 48) needs to be brought in. It
is admissible to argue that certain differences between the Runic script
and the Mediterranean alphabets point to the existence of a sophisti-
cated creator of the runes, but this assessment is tentative, and must not
in turn be used to explain those very same characteristics.

A way to avoid the circularity of an argument which motivates a
Runic feature with a rune master and the rune master with that same
feature is to propose that script transfer exclusively happens through the
intervention of a script creator. For the runes, this was claimed by, e.g.,
Elmer Antonsen, who is of the opinion that, generally, the adaptation of
a script for another language requires a person who is not only bilingual,
but endowed with an intuitive understanding of linguistics, who must
learn the model script in all its aspects and then systematically rework it
(1987, p. 26). Antonsen states quite decidedly that writing is never bor-
rowed via diffusion, but always systematically adapted by an individual
(1996, p. 7).

That the assumption of an individual creator was considered commu-
nis opinio in runology from early on is demonstrated by the emphasis
with which this view is sporadically repudiated.”® Taylor (1879), who
thinks that the developments undergone by scripts are subject to laws
akin to those governing language, rejects the derivations from Latin let-
ters proposed by Wimmer (1887) on the basis that they neglect the “fun-
damental principles of alphabetic change”:

His method assumes that the inventors of the runes arbitrarily discarded
a certain number of the Latin letters, and then without any Sufficient Reason
invented other letters to supply the vacant places. If his explanations are cor-
rect, several of the runes, instead of having been evolved, like the letters of all
other alphabets, by the action of slow and natural processes, must have been
invented off hand by some alphabetic lawgiver, [...] whose arbitrary behests
were promptly obeyed over a vast region extending from the Rhone to the
Baltic, and from the Baltic to the Danube. (p. 27f)

Schrader (1901, p. 736) dismissively writes:

Die Vorstellung von einem “genialen praeceptor Germaniae”, wie man je-
nen Mann ernsthaft genannt hat, der seinen Deutschen ein Alphabet zusam-
mengesetzt haben soll, diirfte jeder kulturgeschichtlichen Analogie entbeh-

»14
ren.

13. See also Luft (1898, p. 1f); Hempl (1896, p. 17).

14. “The concept of an “ingenious praeceptor Germaniae”, as that man has in all
seriousness been called [namely by Meyer (1896, S. 162)], who assembled an alphabet
for his Germans, probably lacks any analogy in cultural history.’
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More recently, Markey (2001, pp. 84—-86) comments critically on the
notion that writing could be invented on the spot—in his opinion, script
transfer exclusively happens by incremental diffusion.

Is either of these positions correct, and if so—which? The runes are
not a primary script, but a secondary one. Hence, our question does
not concern the processes leading to the primary creation of script, but
the mechanisms of script transfer. Despite the fact that the data situ-
ation is rather better here, there being a great deal more cases and the
documentation extending into recent times, these mechanisms are not
clear at all. Do scripts diffuse from one script culture into another, or
are they adapted by individuals? If the borrowing happens between two
specific groups of people, such as traders or priests, should this be con-
sidered a subtype of the first or the second case? How to assess cases in
which a conscious creation undergoes secondary changes in use within
the writing community, or, conversely, a script which has already been
in use to some extent and is only afterwards systematically adapted?
Can we distinguish such processes in ancient times without the help
of secondary sources, i.e., actual accounts of the borrowing? Can we
posit rules for how writing is borrowed and associate them with differ-
ent cases—assuming that different things happen to the original script
in the different scenarios—and can we use these to identify the processes
in those cases where no historical information is available (or trustwor-
thy)?

3. Script Transfer

3.1. WhatIs a New Script?

An issue that needs to be addressed in this context is what exactly we
call a “different” and therefore, in a transfer situation, a “new” script, in
opposition to the same script for a different language. I suspect that, for
many scholars, this distinction is immediately connected to the question
of how scripts come about, in that only the intervention of a creator re-
sults in what can be considered a new script, whereas the gradual trans-
fer of a script to a new writing community does not. With the preva-
lent definition of “script” as an inventory of graphemes which can serve
for the denotation of different languages, resulting in language-specific
writing systems with their various orthographies,'® the above distinc-
tion is intuitively plausible—gradual diffusion involves mainly ortho-
graphic and minor graphic changes, while a script inventor may com-
pletely reform the model script’s characters or simply come up with new

15. E.g., Sproat (2000, p. 25); Coulmas (2003, p. 35); Daniels (2018, p. 155).
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ones to create a sufficiently different character set: the Latin alphabet
spread gradually through Western Europe with only minor adaptations,
hence is has remained one script with language-specific orthographies,
but the Cyrillic alphabet was a one-time creation and is therefore con-
sidered a different script.

Of course, the question of what makes a script one script rather than
another one is more complex than this, and its discussion would exceed
the scope of this paper. Ilimit myself to a reference to Wang (2019), who
shows that the definition of the Latin or Roman alphabet as one cohesive
script based on the modern writing systems which are considered to em-
ploy it is hard to justify on purely graphematic terms, and involves both
historical and social factors. Historical connections inform our defini-
tions in some cases, but not always—one would be hard pressed to pin-
point the intervention that made different scripts out of the Greek and
Latin alphabets, but as different scripts they are unanimously regarded.
It must also be said that many runologists do not appear to ascribe to
the above distinction, considering a creator necessary for a script’s sys-
tematic adaptation to a new language (“reworking”), without explicitly
referring to changes in its outer form. I will leave this aspect of the mat-
ter aside in the following sections, and use the terms script and writing
system interchangeably (as done in Cubberley (1996, pp. xliii—x1v)).

3.2. Adaptation vs. Adoption

Isaac Taylor as cited above provides an example for an alphabet histo-
rian who expressly declares himself for gradual diffusion as the primary
means of script transfer. Otherwise, I have not been able to find a lot in
the way of categorical statements, but the ones I did come across point
towards a general preference for the purposeful inventor. Prominently,
Gelb (1963, p. 199) observes that

we must always reckon in the case of all great cultural achievements with the
decisive intervention of men of genius who were able either to break away
from sacred tradition or to transfer into practical form something on which
others could only speculate.

However, he also admits that

[u]lnfortunately, we do not know any of the geniuses who were responsible
for the most important reforms in the history of writing. Their names [...]
are lost to us forever in the dimness of antiquity.

In an article concerned with the typology of the spread of script,
Voogt (2012), who adheres to the traditional view that primary scripts
evolve gradually from precursors of some description, contrasts these
cases with borrowings: secondary scripts cannot be expected to pass
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through the same stages of development as primary ones; their emer-
gence happens “relatively sudden” (p. 2) and they “need to be largely
completed before the script can be put to use” (p. 6). Daniels, in a
short introduction concerning the invention of writing, expresses him-
self somewhat vaguely: in the context of Scripts Invented in Modern Times,
he exclusively refers to “grammatogenists” Daniels (1996a, p. 578), then
writes: “The normal way for a society to acquire its own script is by
evolving, adapting, or adopting an existing writing system” (Daniels,
1996b, p. 579), and contrasts this scenario with cases in which one per-
son creates an original script which does not have much in common
with the model. Curiously, there appears to be disagreement about what
the communis opinio on the matter is (whether one subscribes to it or
not). O’Connor (1996, p. 90), writing about the development of the
Semitic script from the Egyptian one, observes that “there is a long-
standing and plausible tradition of regarding writing as an invention,
i.e., as something that reflects the work of one person at one time”. Mc-
Manus (1991) in his treatment of Ogam paints a different picture—he
repeatedly makes a point of how older theories about the origin of that
script are faulty because they are based on the principle that develop-
ments must be natural, while he himself advocates, as a new approach,
to “ascribe at least some of the peculiarities to the creative rather than the
natural input” (p. 13). He ascribes the creation of Ogam to a “creative in-
dividual or school” and opines that the details of the derivation “can be
safely left to the ingenuity of the creator”.

Jeffery (1990) in her study of the archaic Greek alphabets devotes
some space to the discussion of different scenarios for script transfer, in
which contexts they happen, and how to tell them apart:

How does an illiterate people A normally achieve literacy? It may be in
sufficiently close contact with a literate civilisation B to acquire the knowl-
edge inevitably from mutual intercourse, particularly if there are intermar-
riages which produce bilingual speakers; this may be either because literate
members of B are scattered throughout A or because in one particular area
people of both A and B are in contact, whence the knowledge is spread to the
rest of A. The diffusion of the Roman alphabet country by country through-
out the Roman Empire illustrates the former method on a large scale; the
spread of the alphabet through archaic Etruria from the original contact of
the Greeks of Kyme with the Etruscans illustrates the latter. Alternatively, a
script may be deliberately introduced into the illiterate country A by an indi-
vidual or small group of persons, as happened in the cases of the Gothic, Ar-
menian, and Cyrillic (or Glagolitic) scripts. A member of A or B, outstanding
in position and personality, and with a thorough knowledge of the B script,
creates a script for A by synthesis, basing it upon the existing B script and
adding any extra signs felt to be necessary for the A language, either by bor-
rowing from other scripts or by newly invented signs. The underlying mo-
tives for this may be either political or religious, or a mixture of both, but in
either case they imply a more deliberate connexion between the two coun-
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tries than is indicated by the more haphazard method of commercial contact,
such as the contact between the Etruscans and the Greeks of Kyme (p. 1f).

Jeffery distinguishes between two basic types of script transfer:

Type 1 The knowledge of writing diffuses “inevitably” into a previously
illiterate community.

Type 2 The model system is purposefully changed and strategically
adapted before being put to use.

Type 1 implies the involvement of a large number of people, a longer
time needed before changes are established, and a less uniform result
(either only in the early phases, or ultimately leading to local variants).
The system is adopted and then gradually adapted to circumstances
in use in the same way that any new technology is; it is subjected to
a—mainly phonetically conditioned—process of gradual change which
eventually results in a more or less different system. The emergence of
the new script happens gradually, in step with actual practice; changes
accrue due to problems which arise in use. The eventual result of a dif-
ferent script is not intentional: the model script is used to write a dif-
ferent language—the users would conceivably consider themselves to be
using the model script even at a time when new conventions have cre-
ated a system which differs notably and systematically from the model.
Type 2, on the other hand, presupposes one person, or a small group
of co-ordinated persons, who devise(s), in relatively short time, a new
system, more or less closely modelled on an existing one, on the draw-
ing board. This new script is immediately uniform, the formalisms and
rules are binding, and any variation is the consequence of secondary
developments.

Jeffery associates type 1 with a lack of sophistication: users who are
interested in the practical aspects of the technology do not demand a
great deal from the system in terms of phonological precision and con-
sistency; they initially adopt graphemes and their values without reflec-
tion. Any changes and adaptations, such as the loss of superfluous char-
acters or the substitution of foreign (sound) values with similar ones
in the new language happen automatically. Jeffery names the creation
and distinction of duplicates and the borrowing of individual charac-
ters from other sources as innovations which are typical of scenarios of
this type. On the other hand, the recycling of unnecessary characters
for phonetically dissimilar sounds, the creation of individual characters
without a graphic model, as well as changes in script type, she assumes
to be particular to sophisticated creations (p. 4).

Certainly, and this is the point made by some runologists, it is the
slow, unstrategic diffusion borne by many which is generally consid-
ered to lead to results that can be registered statistically, compared and
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used to determine what is called “principles of alphabet history”’—thus
also Daniels (19964, p. 583), who observes that insights into the process
of script invention can only be got from the study of unsophisticated
grammatogenies. A single creator, on the other hand, forms a black box:
while he may be equally inclined to make phonologically or graphically
obvious and comprehensible choices in his work, he must be expected
to sometimes solve a problem in a completely arbitrary manner or even
introduce purposefully unnecessary changes—if the creator makes an
effort to set his creation apart from the model, extensive redesigning
may take place. Unstrategic diffusion does not provide a context for
abrupt changes by which a system loses its tradition of transmission;
even small-scale “creative” innovations would have a hard time getting
established, and the reasons for why it developed as it did should be re-
constructable.

TABLE 2. The differences between script transfer types 1 and 2 based on Jeffery
(1990, pp. 1-4)

Type 1—Diffusion Type 2—Invention
gradual abrupt
automatic deliberate
practice-based theory-based
unsophisticated sophisticated
unco-ordinated co-ordinated
many people one person or small group
unintentional changes strategic changes
unregulated binding rules
variation uniform
duplication of letters reallocation of letters
source eclecticism new characters
natural arbitrary

principles of script history not reproducible

It is not evident, however, that the differences between the effects of
these two types of script transfer are quite as clear-cut. Jeffery’s allo-
cation of certain kinds of changes in letter shape and value to different
types is interesting, but would need to be supported with a considerable
number of convincing examples to be diagnostically useful. Also, the
distinction between “unsophisticated diffusion” and “sophisticated cre-

16. There is of course no reason why it should not be possible to identify tendencies
unspecific to script type which can be applied to different kinds of script; the usual
reference to alphabet history is due to this script type being the best studied one.
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ation” as implied by Jeffery is intuitive, but not universal. On the one
hand, we know of unsophisticated script inventors; on the other hand, it
is debatable to what extent diffusion can happen without a certain level
of sophistication: people who use the model script, however inexpertly,
must either have at least an idea of how to write the source language
(if there was extended contact between the groups) or must have been
taught the basics without having literacy in the source language; in the
latter case, even the most basic instruction (the teaching of the letter
inventory and values, or how to write one’s name) must involve an ex-
planation of how the characters relate to elements of spoken language.
The problem here is the definition of what exactly one calls “sophistica-
tion”: there is a difference between a person having no understanding
of how a writing system works beyond the notion of visual signs encod-
ing meaning, a person having rudimentary skills in writing the source
language, a person being bilingual or well trained in writing the source
language, and a person having enjoyed an education which includes the-
oretical linguistic/grammatological knowledge of some sort.

Another one of the problems involved in Jeffery’s distinction between
creation and diffusion is the fact that one can imagine a considerable
number of scenarios—as indeed demonstrated by runologists—which
are hard to assign to either of the two options. Jeffery books as a subtype
of type 1 the borrowing of writing within one particular group of peo-
ple, with the script spreading to the rest of the population after a certain
period of time. Yet in such a case, a fairly uniform and functional system
may develop before spreading to other groups of users. If this earliest
phase happens not to be attested, or to be attested so sparsely that the
documents’ relevance is dubiuos, the existing inscriptions may appear
to reflect a systematically created script, despite having evolved without
the help of a purposeful inventor. The question is ultimately not only
which scenarios of script transfer are possible, but how and under which
circumstances they can be identified and classified by modern scholars.

Historical examples for sophisticated script invention or adaptation
as envisioned by Jeffery (type 2), Gelb and Voogt do of course exist in
quantities. Indeed, documented cases of the emergence of new scripts in
recent times are almost exclusively cases of a purposeful, even if some-
times unsophisticated creation.!” The question is to what extent these
apparently clear-cut statistics reflect reality—it might be argued that
these cases are the ones which will be documented (usually by the cre-
ator), while examples for the unsupervised diffusion of a script into a
previously illiterate society tend to go unnoticed. Even if this caveat
should be uncalled-for, it is at least debatable whether the situation in
antiquity (and earlier) should be judged on the basis of modern condi-
tions. The abundance of historically documented creations of scripts

17. Examples in Daniels (1996b, pp. 580—585)
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is in large part due to the activity of Christian missionaries and their
efforts to bring the text of the Gospel into the farthest corners of the
earth. It might be asked whether, since the onset of the Age of Discov-
ery, scripts have even had much of a chance to diffuse anywhere—though
Voogt himself provides a clear example for gradual, decentralised script
transfer from a literary language to a previously unwritten one in Voogt
and Dohla (2012): speakers of Nubian on Sai Island (Sudan) have re-
cently taken to using the Arabic script to write their vernacular in pub-
lic graffiti. There are only few changes from Arabic orthography and
sound values, but those appear to have been agreed upon by convention
in the small writing community—*“in this case there is no clear inventor
or teacher of the writing system whom we can immediately identify”
(p. 55).

Cases other than modern ones in which the process of develop-
ment/creation can be retraced with (some) certainty are few and far
between. In the following, I will discuss a few examples for different
transfer situations with special regard to the more or less arcane figure
of the script inventor.

3.3. Creating a Script: Hankul

A special case in all aspects is that of Korean Hankul,'® whose creation in
1443 and promulgation in 1446 was obligingly accompanied by a con-
temporary proclamation (Hwunmin cengum ‘Correct Sounds for the In-
struction of the People’) and a handbook (Hwunmin cengum baylyey ‘Ex-
planations and examples of the correct sounds for the instruction of the
people’, lost until 1940). In an effort to make literacy more widespread
than he thought feasible with the complex systems of writing Korean
with Chinese characters (banca), King Seycong—or one or more of his
scholars—created a purely phonographic script with characters which
were designed to be easy to learn.

Hankul (‘Han writing’, a modern term) was constructed with consid-
erable linguistic insight: five graphically simple consonant characters,
whose shape reflects the position of the articulatory organs pronouncing
the respective sounds, are used as basis to systematically derive charac-
ters for sounds with a different manner of articulation (e.g., doubling for
the tense plosives). There is a clear graphic distinction between conso-
nants and vowels; tone is also marked. The great versatility arising from
the combination of graphic elements which indicate features, theoreti-
cally allowing the denoting of considerably more sounds than necessary
for Korean, has led Sampson (1985, pp. 120-144) to introduce a special
typological category for Hankul, viz. “featural” scripts. The (original)

18. Korean transcribed according to the Yale romanisation.
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system is one of the most logical and symmetrical ever to be created
for common use and represents a prime example of sophisticated gram-
matogeny by one person or a small group of competent persons invent-
ing a script for their language and perfecting it before making it avail-
able for use (Taylor and Taylor, 1995, pp. 211-216; King, 1996, p. 219f).

3.4. Claiming to Have Created a Script: Old Persian Cuneiform

A historical document which has been considered to refer explicitly to
the creation of a new script is also preserved for Old Persian cuneiform—
the text in question is rather less detailed than the Hankul Explanations,
but it was never lost, being prominently inscribed on a cliff of Mount
Behistun (IR), accompanied by a huge relief. The trilingual Behistun
inscription, applied some time after 521 BC by mandate of Darius I,
consists in Elamite and Old Babylonian versions of the same text, both
written in long established varieties of cuneiform, and an Old Persian
version written in a script which resembles cuneiform in style, but is
of a different type, and features unrelated characters and grapheme-
phoneme correspondences. The text is concerned with the legitimisa-
tion of rule, and tells of how Darius prevailed over a series of pretenders
after the demise of Cambyses II. The section in question, often instruc-
tively called “Schrifterfindungsparagraph” (‘script invention paragraph’,
DB/OP §70 [IV 89-92] and its Elamite counterpart), has been taken to
announce that Darius had commissioned the invention of the script then
used for the first time in the present inscription. This was already sug-
gested by Weiflbach 1911 and elaborated by Hinz (1942, pp. 346—349);
Hinz (1952). The Old Persian part is heavily damaged, and a Babylonian
counterpart is absent; it is the well preserved Elamite part, a secondary
addition to go with the Old Persian text, which contains the crucial ref-
erence to something which had not previously existed (which is lost in
the Old Persian version). Hinz (ibid., p. 30) argues for a translation of
Elam. tup-pi-me as ‘script’ and translates: “[...] machte ich eine andersar-
tige Schrift, auf arisch, was es vordem nicht gab” (p. 32f)."

Though Hinz’ translation and interpretation of the paragraph were
accepted by many scholars (e.g., R. Schmitt, 1998, p. 458f), it is not at
all evident. Most importantly, Elam. tuppime (tuppi- ‘inscription’ with an
abstract suffix’ -me) ~ OP IV 89 dipicica- may instead signify a type of text
(Diakonoff, 1970, p. 99; Tuplin, 2005, p. 224), a version or copy (Huyse,
1999, p. 47; R. Schmitt, 2009, p. 87) or a part of the inscription (Vallat,
2011, p. 266). As pointed out by Hinz (1973, p. 15), this does not nec-
essarily preclude his interpretation: even without an explicit reference

19. ‘[...] I made a different script, in Aryan, something which had not existed be-
fore’.
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to script, the claim that the inscription/text/... is the first in Old Per-
sian (Aryan) implies that the Old Persian script (which is not attested to
write any language but Old Persian) is used for the first time in the Be-
histun inscription. Still, of the numerous translations which have been
put forward of both the Elamite and the reconstructed Old Persian parts
(see Rossi forthc. for an overview of recent attempts), many do not allow
for an interpretation in Hinz’ sense—for example, Vallat (2011, p. 266)
translates the Elamite text as “J’ai traduit autrement en aryen cette in-
scription. Elle [the OP part] ne se trouvait pas ici [on the rock face]
auparavant”,?? doing away with both the reference to the script and the
claim of writing Old Persian for the first time.?! It is not even clear
that Old Persian aryd (Elam. bar-ri-ya-ma) refers to the language (Rossi
forthc., § 2.2.1). The lines OP IV 97-99 make mention of tuppime/dipicica-
being sent among the people—this was taken by Hinz (1952, p. 32) to
mean that the new script was disseminated among Darius’ new subjects
to be learned by them, but it may as well refer to the Old Persian version
of the text (R. Schmitt, 2009, p. 87), to Darius’ titles and his lineage as
mentioned in OP IV 93-94 (Vallat, 2011, p. 268) or to “the political mes-
sage conveyed by the whole monument” (Rossi forthc., § 2.1.3). As long
as there is no agreement on the reading of the paragraph, Hinz’ popular
interpretation cannot be considered disproved, but it should be borne
in mind that the notion “dafd Darius bier tatsichlich fiir sich in Anspruch nimmit,
die altpersische Schrift eingefiibrt zu haben”** (Hinz, 1952, p. 24) depends on a
very specific and uncertain translation.??

So, while, in the case of Hankul, the discovery of a document expli-
cating on the origin of the script helped to clear things up, the matter
turns out to be more complicated in Old Persian. Apart from the doubt-
ful meaning of the Behistun paragraph, a major stumbling block for
Hinz’ theory are a number of inscriptions from Pasargadae, the capital
of Cyrus II. As in Behistun, the three relevant inscriptions come in tripli-
cate in Elamite, Babylonian and Old Persian. CMa, preserved five times
on antae and doorways, reads ‘I [am] Cyrus the king, an Achamenid’;

20. ‘T have also translated this inscription into Aryan. This [the Old Persian part]
did not exist here [on the rock face] before.’

21. Cf. Schmitt’s translation of the Old Persian text: “[...] (ist) dies die Fassung der
Inschrift, die ich hinzugesetzt habe, (und zwar) auf Arisch”—‘[...] (is) this the version
of the inscription which I have added, in Aryan’ (2009, p. 87).

22. ‘that Darius really claims bere for himself to bave introduced the Old Persian script’.

23. The interpretation of the section as referring to Old Persian cuneiform is con-
sidered to be supported by the fact that the Elamite and Babylonian parts of the in-
scription were inscribed simultaneously, whereas the Persian third of the trilingua
was added belatedly (Mayrhofer, 1978, p. 7). There are issues, however, concerning
the layout and the relative chronology not just of the three parts in their entirety, but
of subsections (cf. R. Schmitt, 1990), as well as the language in which the text was
originally composed (e.g., Bae, 2001, pp. 152-154; Tuplin, 2005, p. 221).
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CMc, three times on reliefs depicting Cyrus, reads ‘Cyrus the great king,
the Achamenid’—no Old Persian versions are preserved of CMc, but a
separate Old Persian fragment may belong here (R. Schmitt, 2009, pp. 9,
36). Hinz originally held that these inscriptions, like others from Pasar-
gadae (particularly DMa as reconstructed by him), date from the reign
of Darius, who had them inscribed to honour his predecessor (Borger
and Hinz, 1959). Nylander (1967, pp. 151-170) adduces arguments to
show that they are indeed of Cyrus’ time, but suggests that only the
Elamite and Babylonian versions were applied under Cyrus, whereas
the Old Persian versions were supplied under Darius (p. 175-177)—a
proposal followed by Hinz (1973, pp. 19-21) to circumvent the problem
of pre-Behistun attestations of Old Persian and Old Persian cuneiform.
Others, however, take the Old Persian inscriptions to be original as well
(e.g., Diakonoff, 1970, pp. 100—103 with arguments).

Furthermore, a script invention under Darius has been questioned
because of the logic (or rather the lack of such) behind the character in-
ventory. Structurally, Old Persian cuneiform is basically an abugida, in
which individual characters write a consonant plus one consistent stan-
dard vowel and different vowels are denoted by adding elements to the
respective <CV>-characters. The graphs of Old Persian cuneiform im-
itate the general look of cuneiform characters, but are less graphically
complex. Old Persian cuneiform has a complete paradigm of twenty-
two characters for CV-syllables with inherent a (also 2); the syllables’
vowel can be modified by way of additional vowel characters for 7 and
u. Beside these, there are also a number of characters for CV-syllables
with 7 or #. These bonus <Ci/Cu>-syllabograms are unevenly distrib-
uted: only two consonants are provided with three characters combin-
ing them with all three vowels. Two more get syllabograms with 7, but
none with #, with five it is the other way round, and the remaining thir-
teen consonants come only with the modifiable <Ca>-character. Some
syllabogram-gaps are also linguistic gaps (e.g., the syllables 4/ and gi do
not occur in Old Persian), but others are not (e.g., #, #i). According to
Mayrhofer (1979, p. 291), the Ci/u-syllables which are represented by ex-
tra characters are no more frequent in Old Persian than the ones which
are not. Conversely, characters for certain Ci/u-syllables, e.g., #i in in-
flection, might conceivably have been useful (Mayrhofer, 1978, p. 8). A
graphic reflection of assimilation processes is not plausible either (Hoff-
mann, 1976, p. 625f). The selection of <Ci/Cu>-syllabograms appears
not to be linguistically motivated.

The orthography is perfectly straight-forward from the writer’s per-
spective: an unmarked <Ca>-character represents Ca, Cs or C, an addi-
tional <a> indicates long 4. If <i> or <u> follows a <Ca>-character, for
whose consonant a <Ci>- or <Cu>-character, respectively, is available,
a diphthong must be read. If, in the same case, no <Ci>- or <Cu>-
character is available, the spelling is ambiguous: <d[a]-i> is dai, be-
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cause di would be written <di-i>, but <p[a]-i> is pai or pi. While all
<Ca>-characters, as is normal for abugidas, can be modified by the char-
acters <i> and <u>, this is not the case for the <Ci/Cu>-characters,
which never represent only the consonant or are modified to represent,
e.g., Ca (T<Ci-a>). However, the <Ci/Cu>-characters do not represent
Ci/Cu on their own, as would be expected of syllabograms, but must
still be accompanied by the respective vowel character (plene writing),
so that long and short / and # cannot be distinguished: <Ci-i> is both
Ci and Cz. This redundant vowel marking also occurs sporadically with
<Ca>-characters (<C[a]-a> for Ca rather than Ca4), conceivably paral-
leling the rule for <Ci/Cu>-characters (ibid., p. 627).

According to Hoffmann (ibid., p- 622), the redundant vowel mark-
ing in <Ci/Cu>-characters is a secondary development, due to an ex-
tension of the abugida-principle of modifiable syllable characters—the
<Ci/Cu>-characters were originally “traditional” syllabograms. Hoff-
mann argues that relic spellings can be found in the Behistun inscrip-
tion: while the text generally follows the standard orthography as out-
lined in the preceding paragraph, there are instances of <Ci/Cu>-char-
acters being employed without the redundant vowel character, e.g.,
in the name of Darius’ father Hystaspes, which is exclusively (nine
times) spelled <vi-§[a]-ta-a-s[a]-pa-> ovistdspa- (details in R. Schmitt,
1990, p. 26).

These inconsistencies could be explained as scribal errors (Werba,
2006, p. 266) or as the consequences of lack of experience with writing
the new-fangled script. R. Schmitt (1990, pp. 25-28) interprets these
and other spelling variants as evidence for different hands. Hoffmann,
as indicated above, explains them as the remnants of an older orthog-
raphy, which obviously requires a pre-Behistun existence of the system.
According to Hoffmann (1976, pp. 621-623), there is general agreement
that the script cannot be much older than the Behistun inscription and
that it was not created for a different diachronic stage of Old Persian or
even another dialect of Iranian (such as Median, as suggested by Di-
akonoff, 1970), seeing that the spelling conventions do ultimately fit
well with Old Persian as it can be reconstructed from other sources (but
see Hoffmann, 1976, pp. 643—-645 on a potential historical spelling). An
Iranian variety which has phonotactic restrictions fitting the gaps of the
character paradigm is not known.

Mayrhofer (1979), following Hoffmann’s lead, argues that the
<Ci/Cu>- syllabograms are the remains of a defective writing tradi-
tion which predates Darius’ reign. In reference to Hallock (1970),
who connects the graphically simple characters <ku> and <ru> with
the name kuru$, and Hoffmann’s (1976) determination of the principles
which (allegedly) govern the creation of the pseudo-cuneiform charac-
ters, he attempts to explain the seemingly random selection of /- and
u-syllabograms. Mayrhofer suggests that, during the reign of Cyrus
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I1, the name of the king kuru§ was already written with new, graphi-
cally simplified cuneiform characters, which represented syllables: <ku-
ru-$>, using the syllabary-appropriate spelling conventions which, ac-
cording to Hoffmann, can still be detected in the Behistun inscription.
More characters for spelling frequent words followed—all with vowel
a, until the names of Cyrus’ sons became relevant: <ji> was created
for kamb(a)ujiya- (Cambyses II), and <di> for bardiya- (Smerdis). The
other <Ci/Cu>-characters, according to Mayrhofer, can be accounted
for by the text of the Behistun inscription itself: to avoid increasingly
complex character shapes, the scribes handled the creation of more
<Ci/Cu>-characters economically. Unambiguous words such as Old
Persian puga ‘son’ could be written with an ambiguous spelling (<p[a]-
u-ca>), but <Ci/Cu>-characters were created for personal names, for-
eign names and other less commonly used words, e.g., <mi> for armina.
A systematic character inventory, completely reflecting the phonotac-
tic realities of Old Persian, did not come about due to the pressure of
time under which the scribes of the Behistun inscription were working
on their addendum (cf. already Hoffmann, 1976, p. 626f). Mayrhofer
explains that his theory does not contradict the Schrifterfindungspara-
graph (as such), if one reads tuppime as ‘text’ rather than ‘script’ so as not
to exclude the existence of older documents in which certain characters
were used to write names. He also believes, like Hallock, to be able to de-
duce the order in which the characters were created from their graphic
complexity, assuming that the simpler a character, the older it is.

Mayrhofer’s theory cannot satisfactorily explain all the data—parti-
cularly the lack of <Ci/Cu>-characters which would conceivably have
come in handy: the lack of a syllabogram for the frequent inflectional
ending #/ can be accounted for, as common vernacular sequences did not
have to be spelled unambiguously (1989, p. 180), but there are also syl-
lables in (foreign) names in the Behistun inscription which are spelled
ambiguously (Mayrhofer, 1989, p. 182f with explanation attempts). The
potentially archaic Pasargadae inscriptions do not support the theory:
both CMa and the possible fragment of CMc use standard orthography,
also in the spelling of kurus (<ku-u-ru-u-§[a]>) (R. Schmitt, 2009, p. 35f).
Still, the theory is accepted by Schmitt 1981, p. 20 and Werba (1983).
The latter suggests a more specific model to account for some problems,
proposing that the invention of the new script had been commissioned
by Smerdis, who would have had as good a motive as Darius for launch-
ing a prestige enterprise. Werba reconstructs a hypothetical monu-
mental inscription written with a syllabary, in which the <Ci/Cu>-
syllabograms <ku>, <ru>, <ji>, <di> and <nu> occur in Smerdis’ name
*BordiSanu-. Darius, he suggests, had the monuments of Smerdis’ rule de-
stroyed and announced himself as the originator of the script in his own
imperial inscription, wrongfully claiming the merit of having created a
script for his people. It was only Darius’ scribes, schooled in Aramaic,
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who introduced the abugida-principle of inherent ¢ and re-interpreted
some of the old syllabograms accordingly.

Whether the scenarios posited by Mayrhofer and Werba are correct
in detail or not, it appears that the inconsistencies in the system are best
explained as the consequence of the existence of a (defective?) version
of the script prior to its wide dissemination under Darius. As far as
this proto-version is concerned, we end up in the same situation as with
any undocumented emergence of a new script, not knowing whether the
syllabograms were a purposeful creation (as proposed by Werba) or a
kind of inconsistently used shorthand which took over gradually before
being taken care of by Darius’ scribes.

3.5. Being Credited With Creating a Script:
Eastern European Alphabets

Despite the fact that the brothers and missionaries Constantine and
Michael, later St. Cyril and St. Methodius, undoubtedly played an
important part in the history of Eastern Europe, the chronology of
the writing of the Slavic languages is still not quite cleared up. The
Glagolica, whose character forms are more difficult to derive from a
model than those of the Cirilica, which are mostly recognisably Greek, is
generally held to be the older adaptation, and the one that is attributed
to Constantine, while the Cirilica—despite its modern name—postdates
the Moravian mission (Cubberley, 1996, p. 346; Franklin, 2002, p. 93
with n. 38). Constantine’s dissatisfaction with the lack of a script for
the Slavic language and his creation of the Glagolica, performed spon-
taneously under divine inspiration before the mission even started, is
made much of in the Vita Constantini, and indeed the difficulty of find-
ing convincing models for many letters and the apparent mixture of
sources has led to a communis opinio which considers the Glagolica
a completely independent effort on the part of Constantine (Cubber-
ley, 1982, p. 291; Franklin, 2002, p. 93f). Dissonant voices which ar-
gue for pre-Christian writing of Slavic point to two sources: the trea-
tise On Letters by (maybe) the Bulgarian monk Khrabr (late 9th or early
10th century), which mentions that the Slavs had “read and divined” by
means of “marks and notches” before the establishment of the Glagolica,
and a (palaeographically uncertain) reference in the Vita Constantini to a
Gospel and Psalter written “in Rus letters” which was acquired by Con-
stantine in the Crimea (see ibid., p. 90f for details). Cubberley (1982,
p. 292), arguing that Constantine would not have based a script with
which to write the Bible on the Greek cursive, from which the Greek-
looking Glagolitic letters are best derived, unless he had an already ex-
isting Slavic writing tradition to refer to, suggests that there was such
an older tradition of writing Slavic with the Greek cursive which had
arisen “more or less spontaneously” to fulfil “practical needs of com-
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merce and militarism” (p. 291), and was only expanded by Constantine
by adding letters for the sounds not present in Greek. Again, we are
stuck with the question of whether this putative original version was the
result of someone’s purposeful adaptation, or whether Slavic was occa-
sionally and unsystematically written with Greek cursive letters before
Constantine took the matter in hand (and maybe thereby checked a po-
tential gradual spread and customisation).

From times closer to the emergence of the fupark, two oft-cited ec-
clesiastical figures whose work as script inventors is also connected with
spreading the Word of God are the Gothic bishop Wulfila and the Ar-
menian vardapet Mastoct. Wulfila is credited with the invention of
the ypappata yotOikd, a Gothic alphabet which is an adaptation of
the Greek cursive specifically for his translation of the New Testament
around the middle of the 4th century AD, by various ecclesiastical his-
torians already in the 5th century (Krause, 1968, p. 63; Scardigli, 1998,
p- 455f). The creation of the Armenian alphabet in the early 5th cen-
tury AD by the learned cleric Mastoc is equally well established, even
though he arguably did not work alone, and though the derivation of
individual characters is still under discussion. Though the alphabet
created by MaStoc¢ appears to be original, there was an earlier script.
The vardapet’s disciple and biographer Koriwn tells of how the king
sent an emissary to a Syriac bishop called Daniel to learn letters. The
“Danielian” script referred to here may have been an adaptation of the
Aramaic alphabet devised by Daniel, but Koriwn’s assessment that the
characters were a random collection of foreign letters, little suited to
represent the sounds of Armenian, may indicate an older tradition of
writing Armenian with Semitic scripts. Mastoc¢ spent two years teach-
ing this script before he got tired of dealing with its shortcomings and
proceeded to create a better system with the help of a Greek scribe
(Krikorian, 2011, p. 65f). It cannot be demonstrated that he used the un-
attested Danielian script as a basis for his alphabet, but only twenty-two
of the original thirty-six characters of the Armenian alphabet can be de-
rived from the Greek cursive—unless one wants to assume that MasStoc¢
invented the other shapes freely, the best models are found among Se-
mitic scripts. A number of possible sources present themselves, but the
best candidates are Pahlavi, used in Armenia before the Christianisation,
and the Syriac script, which was like Greek used to write Armenian bib-
lical and liturgical texts (Sanjian, 1996, p. 356f). The possible existence
of scripts for Caucasian languages prior to the ones known today is also
discussed for Caucasian Albanian (Kananchev, 2011, p. 61f) and Geor-
gian (literature in Imnaishvili, 2011, p. 51; critical Seibt, 2011, p. 85).

The scripts discussed so far have in common that their creation is as-
cribed to “culture heroes”—self-proclaimed or established through his-
tory. While in the case of Hankul, a creation from scratch performed
by King Seycong or rather under his aegis is reliably documented by
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sources, the circumstances of the emergence of Old Persian cuneiform
and of the Eastern European alphabets are at least (to varying degrees)
debatable. For Wulfila, the testimony of the sources is not usually called
into question (Ebbinghaus, 1996, p. 290), but the men who are credited
with the creation of Old Persian cuneiform and the Glagolica have been
argued to have reworked pre-existing traditions of writing in the very
languages for which they are supposed to have first created their new
script. Unless one would claim that all the respective proto-versions
were in turn invented by unknown individuals (as with Smerdis’ orig-
inal Old Persian cuneiform according to Werba),?* we may in fact be
concerned with cases of script diffusion, i.e., the employment of a for-
eign script for one’s own language without any prior established adap-
tations, whose existence was obscured by the secondary intervention of
individuals who were in a position to establish extensive changes. The
possibility that such earlier versions influenced or even formed the ba-
sis of the later reworkings lends an aspect of “naturalness” also to the
development of seemingly independent creations. In cases where either
no secondary intervention happened, or an intervention happened late
enough that we have a lot of older material, we observe script diffusion
and gradual development.

3.6. “Ingenious” or “natural”? The first alphabet(s)

The farther back we go in time, the more does the historical figure of
the script creator become indistinguishable from the (semi-)mythical
script giver whom we know from numerous ancient cultures. In An-
cient Greece, it is the name of Kadmos which is associated with the in-
troduction of writing. This connection is so vague that it has even been
questioned whether the “Phoenician characters” introduced by Kadmos
are the alphabetic ones, which are indeed derived from a North Semitic
source, or those of Linear B, which fit better dating-wise (cf. Rocchi,
1991, p. 529 with n. 2; Voutiras, 2007, p. 266f). In any case, the exact
circumstances of the emergence of the Greek alphabet remain obscure.
A rough time frame is formed by the use of Mycenean Linear B on the
Greek mainland until the end of the 12th century and the appearance of
the earliest alphabetic documents around the middle of the 8th century.
That the Greeks were closely engaged with the Phoenicians through
trade in this phase is clear, but a precise dating or location of the transfer
is difficult—while classicists, following Carpenter (1933), have tradition-

24. Cubberley (1996, p. 346) ascribes the formation of this proto-alphabet to “some
Slavs”.
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ally favoured a terminus post quem in the late 9th century,?® Semitists
tend towards an earlier transfer date in the 11th century (thus now also
Waal, 2020). Furthermore, the central role that has traditionally been
accorded the Greek alphabet in the introduction of vowel letters and the
spread of the alphabet in the northern Mediterranean is increasingly be-
ing called into question.?®

In his extensive treatment of the matter, Wachter (1989) evokes
a somewhat fanciful scenario featuring at least two Greeks and one
Phoenician, all of them merchants, gathered together in “einer kleinen
Tafelrunde an einem angenehmen Sommerabend”?’ (p. 37). The Greeks,
presumably provided with a document containing a Phoenician alpha-
betarium, memorised what Wachter calls the “Merkspruch”, i.e., the re-
cited row of letter names to accompany written alphabetaria. The fact
that the Phoenician letter names, meaningless in Greek, were retained
is taken by Wachter as indication that the creator of the Greek alphabet
was not an individual who knew both spoken and written Phoenician,
as such a person would, he argues, have understood the significance of
the Phoenician names and would have replaced them with semantically
transparent Greek lexemes.

Despite the many local variants attested in the archaic phase and
despite the general assumption that the contact between Greeks and
Phoenicians was extensive and not locally restricted, a monogenesis of
the Greek alphabet as represented by Wachter is communis opinio be-
cause of the “auf jeden Fall genialen” (‘definitely ingenious’; Wachter,
1987, p. 11) reassignment of a number of Phoenician letters to write
the Greek vowels: alep—alpha, waw—upsilon, hé—epsilon, yod—iota,
‘ayin—omicron. Yet it is evident that the introduction of the vowel
characters is connected to the letter names. The Phoenician consonan-
tal anlauts of all corresponding letters except waw (glottal stop, voiced
and unvoiced pharyngeal fricative, palatal glide) were non-phonemic
in Greek and may consequently be argued to have simply been lost to
speakers of Greek. The resulting, effectively vowel-initial names could
then have determined new sound values according to the acrophonic
principle. While this works out for *alep, hé, yod and eventually also
hét?8, the correlation between ayin and o is more difficult to argue pho-
netically. The Semitic voiced pharyngeal fricative did tend to occur in

25. E.g., Heubeck (1979, pp. 75-80); Jeffery (1990, p. 18); Swiggers (1996, p. 267);
Woodard (2014, p. 3).

26. E.g., Brixhe (2004); Waal (2020); Elti di Rodeano (2021).

27. ‘a small Round Table on a mild summer evening’.

28. Hét was initially used to write 4, and on