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Preface

The second edition of the Grapholinguistics in the 21st Century conference was
held online, owing to the COVID-19 pandemic, on June 15-17, 2020. In
these Proceedings are collected fourty-two contributions derived from oral
or poster presentations.

The first five papers (Neef, Evertz-Rittich, Osterkamp & Schreiber, Pre-
sutti, and Gnanadesikan) contribute to the theoretical body of grapholin-
guistics, addressing core concepts: the written utterance, the written word,
phonography and morphography, the interdependence of speech and writ-
ing, and the native script effect. Offering a global perspective, the paper
by Meletis, author of the recently released The nature of writing: A theory
of grapholinguistics, discusses the activity of being a grapholinguist, its chal-
lenges and promises.

The common theme of the papers by Salomon, Harbour, and Elti di Ro-
deano is beginnings: script creation or transfer (inspired by the runic script);
the influence of grammar on writing system evolution and the birth of vow-
els; transmission of the first alphabets.

The next block of six papers deals with (typo)graphetics: Véry explores
textual space; Haralambous, Landragin & Handa study graphemic and gra-
phetic methods in speculative fiction; Wachendorff examines urban spaces
in the Ruhr area; Kulish gives a survey of nonstandard, “emotional,” punctu-
ation; Bergergausen & Huot-Marchand and Pierson present their font cre-
ation projects, respectively, “Missing scripts” and “PIM” (ancient monetary
inscriptions).

In the papers that follow, Neuman gives an account of spelling variation
in Modern Hebrew from a sociocultural point of view; Diirscheid provides us
with insight on the use of emojis in social media; Melka & Schoch investigate
the possibility of communication, be it visual or auditory, with unknown
intelligence/s.

The last paper of the first part of the Proceedings provides an artist’s per-
spective: Kettaneh gives us an account on her very inspired work involving
written language in many forms.

The second part of the Proceedings starts with a block of four papers in the
area of sinographemics: Joyce & Masuda explore three-character and four-
character words in Japanese; Honda provides us with a modular-theoretic
approach to the Japanese writing system; Myers and Morioka deal with the
internal structure of sinographs.
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A group of eight contributions of historical nature follows. Stojanov deals
with the description of punctuation in Western grammar books; Drozha-
shchikh, Efimova & Meshcheryakova with form-meaning regularities in Old
English; Presutti with graphemics of new Romance phonemes in Italian;
Fendel with Coptic alphabets; Giunashvili with Old Aramaic script in Geor-
gia; Fedorova with Aztec emblems; Kelly with the Bougainville Naasioi Oto-
maung alphabet; Schoch & Melka with the Easter Island rongorongo script.

The next block of five papers deals with applications of the computer
in grapholinguistics: Jee, Tamariz & Shillcock study sound-graphic system-
aticity in various fonts; Sheng, Colin & Perono Cacciafoco attempt to de-
cipher Linear A by a brute force attack; Salgarella & Castellan present a
palexographical database for Linear A; Donnelly describes a system for digi-
tizing Swahili in Arabic script; Xu presents a semantic index for the Dongba
script of the Naxi people of Southwest China.

Speech and writing are not the only modalities of languages. There is
also gestuality, used in sign languages. Two papers deal with the written
transcription of sign languages: Danet efal. present the TYPANNOT system;
Bianchini discusses metalinguistic awareness. Among the authors of Danet
et al. is also Dominique Boutet who succumbed to the COVID-19 disease a
few weeks before the conference.

The three papers that follow deal with the confrontation of two scripts.
Koch investigates that between Roman and Cyrillic for the Moldovan lan-
guage; Awad, Mourad & Elamil study the use of punctuation in French-to-
Arabic translation; Rashwan investigates the visual untranslatability of the
Ancient Egyptian and Arabic writing systems.

The volume concludes with a supernatural touch, as Kiister leads us in a
tour of magical writing, from cuneiform acrostics to modern manga.

The volumetry of these Proceedings is important: its 42 papers were written
by 62 authors, span 1,122 pages (an average of 26.8 pages per paper, with a
maximum of 102 and a minimum of 12 pages) and contain 412 figures and
1,940 bibliographical references; the index stretches to 1,247 entries. For
technical reasons, the printed version of the Proceedings has been split into
two parts: Part I, from Neef to Kettaneh (pages 1 to 577) and Part II, from
Joyce & Masuda to Kiister (pages 579 to 1122). Both front matter (preface,
table of contents, list of participants) and back matter (index) are provided
in both parts, the former in Roman page numbering (i—xii) and the latter
in Greek page numbering (a’-xy’). Some papers use different illustrations
and text styles for the printed black & white version and the online color
version.

All presentations at the Grapholinguistics in the 21st Century 2020 conference
were recorded and can be viewed on Youtube. The links can be found on the
conference webpage (https://grafematik2020.sciencesconf.org/ or https://
perma.cc/3TJ6-RCJ5).
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Constructing Databases
of Japanese Three- and Four-Kanji
Compound Words

Some Observations Concerning
Their Morphological Structures

Terry Joyce - Hisashi Masuda

Abstract. As the principal component of the multiple script Japanese writing sys-
tem (JWS), morphographic kanji function as the core units of graphematic rep-
resentation for a considerable proportion of the Japanese lexicon (Joyce and
Masuda, 2018; 2019; Joyce, Masuda, and Ogawa, 2014; Kobayashi, Yamashita,
and Kageyama, 2016; Nomura, 1975; 1988). Deeply entwined with the morpho-
graphic nature of Japanese kanji (Joyce, 2011), the Japanese language offers es-
pecially fascinating opportunities for both linguistic and psycholinguistic inves-
tigations of compound words (Joyce, 2002; 2004; Masuda and Joyce, 2018). As
contributions to the ongoing construction of a larger database project of Japan-
ese lexical properties (Joyce, Hodos¢ek, and Masuda, 2017; Joyce, Masuda, and
Ogawa, 2014), which aims to facilitate such investigations in terms of experi-
mental designs and stimuli preparation, this paper reports on two new database
components for three-kanji (3KCWs) and four-kanji compound words (4KCWs)
respectively. More specifically, the paper focuses on the results of analyzing
their morphological structures. In contrast to 3KCWs, where the dominant mor-
phological structure is attaching suffixes to existing two-kanji compound words
(2KCWs), such as AREME /ka-no-sei/ potentiality; possibility [[can + ability = possi-
ble; potential] + nature; ity ending], for 4AKCWs, the dominant structure is com-
pounding with two 2KCWs combined, such as H4 H & /ji-bun-ji-shin/ oneself
[[oneself + one€’s lot = oneself] + [oneself + someone = oneself]].

1. Introduction

One of the most fundamental characteristics of contemporary written
Japanese is its simultaneous employment of multiple scripts, which is

Terry Joyce 0000-0001-9625-1979
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0805, Japan
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referred to as T HAZ U D L /kan-ji-ka-na.ma.jiri.bun/* mixed kanji and
kana writing [kanji + kana + mixed + writing] in Japanese (for fuller ac-
counts of the Japanese writing system (JWS), see Joyce and Masuda,
2018; 2019, as well as Kess and Miyamoto, 1999; Konno, 2013; Smith,
1996; Smith and Schmidt, 1996; Taylor and Taylor, 2014). The four
component scripts are morphographic " /kan-ji/ kanji [Han + char-
acter], the two separate syllabographic {k%: /ka-na/ kana [provisional
+ name] scripts of *ik# /hira-ga-na/ hiragana [smooth + provisional +
name] and k% /kata-ka-na/ katakana, [part + provisional + name] and
the phonemic alphabet of H—<7 /roma.ji/ Roman letters [Roman + char-
acter], which are supplemented by the small set of Arabic numerals £{
Y- /su-ji/ numbers [number + character] (Joyce and Masuda, 2018; 2019).
Undoubtedly, this unique aspect of the JWS contributes greatly to the
highly fungible nature of Japanese written representations (Backhouse,
1984; Joyce, HodoScek, and Nishina, 2012; Joyce and Masuda, 2018;
2019; Miller, 2011; Robertson, 2015; 2017; Smith, 1996; Tranter, 2008).
Although Joyce and Masuda (2019) have recently advocated an inclu-
sive notion of intentionality as a promising approach to capturing the
diverse motivational factors that influence Japanese graphematic repre-
sentations, as they equally emphasize, instances of graphematic varia-
tion can only be appropriately interpreted with reference to Japanese
orthographic conventions. Moreover, as such conventions are closely
tied to the historical development of the JWS—from the initial adap-
tion of Chinese characters, the early emergence of the kana scripts, and
the relatively recent supplement with romaji (Joyce and Masuda, 2018;
Lurie, 2012)—there are particularly strong affinities between the scripts
and the different lexical strata of the Japanese language (Joyce and Ma-
suda, 2018; 2019; Kageyama and Saito, 2016).

Citing Tamamura (1984) in illustration, Kageyama and Saito (2016)
claim that studies of the Japanese language have traditionally distin-
guished between four i5ff /go-shu/ word types [word + type], or lexical
strata. They are (1) indigenous HIi /wa-go/ Native-Japanese words (NJ)
[Japan + word], (2) &k /kan-go/ Sino-Japanese words (S]) [Han + word],
entering from Chinese, (3) ¥\ K55 /gai-rai-go/ Foreign-Japanese words (F])
[outside + come + word], entering from foreign languages since the 16th
century, and (4) {ESKif /kon-sei-go/ hybrid words [mix + create + word].?

1. Unless redundant by context, such as within Table listings, Japanese words
are represented conventionally and are usually followed by a phonological gloss be-
tween slash symbols, / /, English translation in italics, and morpheme meanings and
their concatenation within square brackets [ ]. Within the phonological glosses, word
boundaries are indicated by spaces, kanji-kanji boundaries by hyphens, and other
script boundaries by periods, with macrons, such as 0, indicating long vowels.

2. It should, however, be noted that more recent classifications also cover four
types, but the categories differ. Although Shibatani (1990) and Kageyama and Saito
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The close affinities between the component scripts and the different lex-
ical strata are manifest in a set of general tendencies.®> Broadly, these are
for kanji to represent both SJ and NJ content words as well as NJ verb
and adjective stems, for hiragana to represent NJ functional elements
such as grammatical markers and inflections, for katakana to represent
both F]J and mimetic words, and for romaji to represent FJ words and
names (Joyce and Masuda, 2019; Kageyama and Saito, 2016).

TABLE 1. Affinities between Japanese lexical strata and JWS component scripts

Stratum  Script Examples
NJ Kanji 1 /yama/ mountain;
% /fude/ calligraphy brush
Kanji-Hiragana W /taka.i/ tall; #< /ka.ku/ to write
Hiragana C N /kore/ this; D /no/ possessive marker
Katakana U YUY /wanwan/ doggy;
F71F 71 /chikachika/ flickering, twinkling
SJ Kanji % /ai/ love;

K /dai-gaku/ university [big + study];
1B /sei-sho-ho/ orthography
[correct + write + way]

FJ Katakana I)VY /miruku/ milk; 75 A /kurasu/ class;
AR — k7 * > /sumatofon/ smart phone
Romaji PC /pishi/ personal computer;
CM /shiemu/ TV commercial
Hybrid  Kanji-Kanji KX /omote-gen-kan/ front entrance
[N]+SJ]
Kanji-Katakana W 2 — R /ya-saijusu/ vegetable juice
[S]+F]]

Hiragana-Katakana $A/\Y /an.pan/ bean-jam bun [NJ+F]]

Notes: NJ = native-Japanese; S] = Sino-Japanese; F] = foreign-Japanese

(2016) continue to recognize the same first three categories (i.e., NJ, S] and FJ), their
fourth category is mimetic words that “express non-linguistic sounds or cries or vividly
express states or action or physical sensations” (Kageyama and Saito, 2016, p. 12).
Usually, they are referred to as #5535 - #4955 - #RERE /gi-on-go - gi-sei-go -« gi-tai-go/
in Japanese.

3. As one source of deviation from these tendencies, Kageyama and Saito (2016)
note that, because the different scripts have distinct perceptual characteristics, such
as the stiff and formal impressions of kanji, writers may employ graphematic variants
to convey certain nuances. However, as Joyce and Masuda (2019) describe in some
detail, there is a wider range of intentionality factors underlying Japanese graphe-
matic variation. Accordingly, they treat such script associations as one subcategory
of script sensibilities, which is one of their three main factor categories, together with
message context and creative representations.
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Table 1 presents some examples of these script-lexical strata affinities.
Structurally, Table 1 is closely based on Kageyama and Saito’s (2016,
p. 13) Table 1, entitled ‘Classification of word types in traditional Japan-
ese grammar’ (as adapted, in turn, from Tamamura, 1984, p. 110), which
is primarily from the perspective of the lexical strata. It has, however,
been supplemented with a few additional examples from Joyce and Ma-
suda (2019, p. 253) Table 1, entitled ‘Examples of standard JWS ortho-
graphic conventions’, which underscores the same script-strata associ-
ations, albeit primarily from the perspective of the JWS’s component
scripts. While granting that the range of examples in Table 1 may poten-
tially obscure matters, a couple of deeply intertwined points, which are
particularly germane to this paper, warrant highlighting. The first point
is that, although exact script proportions vary across different genres
of written Japanese, kanji are unquestionably the principal component
script of the JWS. Indeed, in an interesting study of average script pro-
portions, Igarashi (2007) reports that kanji represented approximately
72%, hiragana 18%, katakana 6% and alphabetic symbols and numbers
4% of the word lists that she extracted from three major newspapers,
which, in targeting general adult readerships, closely conform to stan-
dard Japanese orthographic conventions.

The second significant point is that, because kanji have deep affinities
with the two dominant Japanese lexical strata, both NJ and SJ words, they
function as the core units of graphematic representation for a consider-
able proportion of the Japanese lexicon. Admittedly, this may superfi-
cially appear to be merely stating the reason why kanji are the dominant
component script within the JWS, but the pluralistic links between kanji
and both the NJ and SJ lexical strata are key to understanding the com-
plex nature of Japanese morphographic kanji (Joyce, 2011; Kobayashi,
Yamashita, and Kageyama, 2016). Although Kobayashi, Yamashita, and
Kageyama (2016, p. 93) tender their remark with specific reference to SJ
words, it is essentially impossible to discuss the graphematic represen-
tation of the Japanese lexicon as a whole “without some explanation of
the kanji themselves” (italics in original). It is, therefore, expedient at
this point to briefly draw on their succinct account and examples of how
kanjibecame associated with both SJand NJ words. By their definition, SJ
words have entered the Japanese language due to lexical borrowing from
the Chinese language; a process that essentially dates back to around the
third and fourth centuries to when Chinese characters were initially bor-
rowed and subsequently adapted for written Japanese. Consistent with
their morphographic nature in Chinese, kanji represent either a single
word or a morpheme, such as K meaning free. Also reflecting different
historical Chinese pronunciations, this particular kanji is associated with
two S] morphemes or, from the perspective of their phonological values,
the two & wt & /on-yo.mi/ SJ readings [sound + reading] of /moku/ and
/boku/, in different S] compound words, as in (1).
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(1) /moku/ AKI§ /moku-ba/ wooden horse [wood + horse]
MAK /zai-moku/ timber [material + tree]

/boku/  KJ] /boku-td/ wooden sword [tree + sword]
FK /kyo-boku/ large tree [giant + tree]

Moreover, as the Japanese language already had NJ words for many
of the S] morphemes represented by kanji, such as the NJ /ki/ for tree,
it does not require a great leap of imagination to understand how kanji
also came to be associated with those NJ morphemes and their phono-
logical values; #ll#i# /kun-yo.mi/ NJ readings [semantic + reading].* As
Kobayashi, Yamashita, and Kageyama (ibid.) stress, although some S]J
words are monomorphemic and, thus, graphematically represented by
a single kanji, such as 5% /cha/ tea and 4§ /son/ loss, most S] morphemes
are bound morphemes in nature, such that they combine with other SJ
morphemes to form compound words.

The Japanese language is particularly interesting from the perspec-
tives of word formation processes and its morphological structures
(Kageyama and Saito, 2016; Shibatani, 1990; Tamamura, 1984; 1985).
However, as Kageyama and Saito (2016) observe, the application of
various word formation processes varies markedly across the different
lexical strata. Consistently, although compounding, which Shibatani
(1990, p. 237) singles out as being the most productive process by far,
is attested with both NJ and S]J elements, it is particularly prominent
for S] words (Kageyama and Saito, 2016; Kobayashi, Yamashita, and
Kageyama, 2016). Some sense of the striking differences can be dis-
cerned from Joyce, Masuda and Ogawa’s (2014) analyses of the graphe-
matic representation codes that they applied to the headwords of the
sixth edition of the JL#¥4li /ko-ji-en/ Kgjien dictionary (Shinmura, 2008).
For example, with C standing for kanji, H for hiragana and K for
katakana, Il was coded as C, i\ as CH, K’ as 2C, and 1% /yama-
nobo.ri/ mountain climbing [mountain + climb] as 2CH. Table 2 shows
the ten most frequent graphematic representations codes for the list of
Kojien headwords.®

What is particularly striking about these results is that the first
three graphematic representation codes of 2C, 3C and 4C (i.e., 2KCWs,

4. The official list of characters for general use, known as the ¥ H#EF & /jo-yo-
kan-ji-hyo/ Joyo kanji list (Agency for Cultural Affairs, 2010), also includes /ko/ as an
NJ morpheme in some NJ compound words, such RfZ /ko-kage/ shade of tree [tree +
shade]. Kobayashi, Yamashita, and Kageyama (2016, p. 93) refer to it as an “allomorph
(apophonic variant)” and acknowledge that “the same character K is used in such
cases as well”.

5. The sixth edition of Kojien has 232,795 headword entries, but the analyzed
list consisted of 215,597 headwords after excluding all kanji that are not on the of-
ficial joyo or the Japanese Industrial Standard (JIS) level 1 lists. Of the 1,152 separate
graphematic representations codes applied to the list, 578 (50.2%) were unique (i.e.,
frequency = 1).
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TABLE 2. Ten most frequent graphematic representation codes observed for a
list of Kojien (Shinmura, 2008) headwords (based on Joyce, Masuda, and Ogawa,
2014, p. 188)

Code Frequency Percentage \ Code Frequency Percentage
2C 80,949 37.5 CHCH 4,688 2.2
3C 32,614 15.1 C 4,625 2.1
4C 19,245 8.9 5C 4,495 2.1
2CH 8,916 4.1 CH 4,394 2.0
CHC 5,604 2.6 4K 3,469 1.6

Note: Basic codes are C = kanji, H = hiragana, K = katakana

3KCWs and 4KCWs, respectively) together account for 61.5% of the
graphematic representations for the Kojien headword list. However,
although such concatenations of kanji are prototypically characteristic
of S] compounds, it should be stressed immediately that, because their
analysis was purely from the perspective of graphematic representation,
Joyce, Masuda, and Ogawa (2014) did not seek to explicitly control for
lexical strata. Thus, while it is reasonable to assume that the majority
of those compound words are S] compounds, it should also be acknowl-
edged that the frequency counts, particular the 2KCW count, also in-
clude some proportion of NJ compound words.

Even though many combinations of two NJ morphemes are graphe-
matically represented with two kanji, pronounced according to their NJ
readings, such as KW /6-ame/ beavy rain [big + rain] (Masuda and Joyce,
2018), such combinations more frequently yield graphematic represen-
tations that are mixtures of kanji and hiragana.® Thus, in contrast to the
three most frequent graphematic representations being predominately
SJ compounds, the fourth to sixth most frequent codes of 2CH, CHC,
and CHCH are likely to be predominately NJ compound words, as illus-
trated in (2).

(2) 2CcH FIME /minimi-mu.ki/ facing south [south + face toward]

JKEXU /soko-gata.i/ stable (market) after bottoming out
[bottom + firm]”’

CHC BXY) /ta.be.mono/ food [eat + thing]
P& /na.ki.goe/ cry, crying voice [cry + voice]

CHCH 1Vib#i# /ta.chiyo.mi/ reading while standing (in store)
[stand + read]
e H\ Ju.rika.i/ trade; buying and selling [sell + buy]

6. This is because the M} /ren-yo6-kei/ infinitive form [connect + use + form] of
many NJ verbs and adjectives consists of a stem and inflection, which are graphemat-
ically represented by a kanji and a hiragana, respectively.

7. Kageyama and Saito (2016, p. 20) cite this, together with &1L % D /taka-
do.mari/ remaining bigh [high + stop] (2C2H), as evidence of newly coined NJ com-
pounds being common in specialized fields, like the stock market.
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In concluding their survey of the word-formation processes and pro-
ductivity of S] words, Kobayashi, Yamashita, and Kageyama (2016) sin-
gle out two reasons why SJ words are so productive (as evidenced in the
considerable gaps between the frequencies and percentages of the three
most frequent graphematic representation codes compared to the sub-
sequent three codes in Table 2). The first is what Kobayashi, Yamashita,
and Kageyama (ibid., p. 129) refer to as a visual factor; namely, “that
the meanings of the component morphemes are easily comprehended
through the kanji” (italics in original). The second reason, which they
regard as being the more important, is what they refer to as relaxed re-
strictions on compound lengths when the compound head is a S] mor-
pheme. In that context, Kobayashi, Yamashita, and Kageyama (ibid.,
p- 129) particularly emphasize “the iterative application of compound-
ing rules to produce compounds four or more characters in length and
the vigor of affixes that can attach to bases of three or more characters”.®

Unquestionably, the morphology of Japanese compound words is an
especially interesting topic from the perspectives of both writing sys-
tems research and the related areas of psycholinguistic research into vi-
sual word recognition and the mental lexicon. In light of growing re-
search interest into the representation and retrieval of morphological
information within the mental lexicon, Kobayashi et al.’s (2016, p. 129)
claim that “kanji play an important role in providing the readers of writ-
ten Japanese with a visual aid for capturing the meaning of a word at a
glance” undoubtedly warrants further empirical investigation. One po-
tentially fertile approach in that respect could be to conduct visual word
recognition experiments that utilize the constituent priming paradigm
with Japanese compound words of various lengths (Joyce, 2002; Masuda
and Joyce, 2018). Moreover, given that kanji are associated with both NJ
and S] morphemes, analyses of the morphological structures of Japanese
compound words can potentially further illuminate the intricate nature
of morphography in the case of the JWS; a topic of potentially profound
significance for writing systems research.

Against such background considerations, this paper reports on the
construction of two new databases of 3KCWs and 4KCWs, which have
been compiled as components of a larger database project concerned

8. However, in order to more appropriately contextualize this comment, it should
also be noted that Kobayashi et al.’s (2016) chapter outline only includes sections
up to four-character S]J words. As they explain, although it is theoretically possible
to construct SJ words of unlimited lengths, such words are inevitably combinations
of compound word elements. In illustration, Kobayashi, Yamashita, and Kageyama
(2016, pp. 114-115) analyze ¥itkREHERFEIEX S /shin-sha-oku ken-setsu-an hap-pyo-
kai/ presentation of plan for construction of new company building according to its compo-
nent structure, working from its head of ¥ [[disclose + diagram = presentation]
+ gathering] for the announcement of the %% [[build + establish = construction] +
plan] for the ¥itl)2 [new + [company + building]].
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with Japanese lexical properties (Joyce, Hodo§éek, and Masuda, 2017;
Joyce, Masuda, and Ogawa, 2014). The overarching objective of the
larger database project is to compile a database of scale, which can
support linguistic and psycholinguistic research on the Japanese lexi-
con, such as facilitating the selection of stimuli for psycholinguistic sur-
veys and priming experiments (Masuda and Joyce, 2018). Consistent
with common practice (Kobayashi, Yamashita, and Kageyama, 2016),
the component databases for the larger database project focus on differ-
ent aspects of the Japanese lexicon, as such compound words according
to their overall lengths and targeted lexical properties. For instance,
Masuda and Joyce (2005) supplemented a list of 2ZKCW headwords ex-
tracted from the fifth edition of Kojien (Shinmura, 1995) with various
data relating to morphological family sizes, morphological structures
and semantic categories, while Masuda, Joyce, et al. (2014) focused on
semantic transparency ratings for 2KCWs. The present paper focuses
primarily on the analyses of the new database components in terms of
the morphological structures of the 3BKCWs and 4KCWs, respectively. As
the target compound words were extracted according to their graphe-
matic representations, without explicitly controlling for lexical strata,
while the majorities of the 3KCWs and 4KCWs will be S], inevitably,
some proportion of both databases will be either NJ or hybrid compound
words. After briefly outlining the extracting and cleaning of the two
database lists in Section 2, Sections 3 and 4 present the results of analyz-
ing the morphological structures of the 3KCW and 4KCWs, respectively.
The paper ends with a short section of concluding remarks.

2. List Extraction and Cleaning

Although the analyzed lists of 3KCWs and 4KCWs were extracted on
separate occasions, the two-stage extraction procedures were identical
in both cases. During the respective first stages, all the relevant com-
pound words were extracted from the set of corpus word lists (CWLs)
that Joyce, Hodo§¢ek, and Nishina (2012) compiled from the Balanced
Corpus of Contemporary Written Japanese (BCCW]) (Joyce, Hodos¢ek,
and Masuda, 2017; Maekawa et al., 2013). Joyce et al.’s (2012) CWLs
are grouped according to both the two word-units definitions® and the
word class divisions used within the BCCWT] project, and all CWL files,

9. The main lexical demarcation employed with the BCCW] is a somewhat elusive
one in distinguishing between short-unit words (SUWs) and long-unit words (LUWs).
Although the short-long labels evoke a length-based contrast, as Joyce, Masuda, and
Ogawa (2014) explain, the distinction is essentially of lexical status, such that SUWs
include both bound morphemes and simple words (dictionary headwords) and LUWs
are complex words and phrases.
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apart from the proper noun files, were examined to check for the pos-
sible presence of target compound words. In addition to recording the
CWL source file, all of the CWL'’s lexical information was retained for
reference in analyzing the compound words. This information includes
columns for the underlying lemma entry, lemma length (used to extract
target compounds), number of graphematic variants, etymology code,
BCCW]J frequency of the lemma, orthographic base (graphematic vari-
ants of a lemma), orthographic base pronunciations, lengths of ortho-
graphic bases, BCCW] frequency of the orthographic base, and ratio of
total lemma frequency covered by a particular orthographic base form.
Stage 1 processing resulted in spreadsheets of 171,123 rows of 3KCWs
and 298,944 rows of 4KCWs.

The substantial disparity in the numbers of spreadsheet rows for the
3KCWs and 4KCWs extracted from the CWLs is consistent with the
analyses of graphematic representation codes that Joyce, Hodosc¢ek, and
Masuda (2017) also conducted for Joyce et al.’s (2012) CWLs. Focusing
only on the relevant long-unit word (LUW) data, even though the first
and second most frequent graphematic representation codes by types
counts were 4C (15.4%) and 3C (9.3%), respectively, by token counts,
the 3C code was only the eighth most frequent (3.1%) and the 4C code
did not feature amongst the top ten codes at all. Those findings indicate
that, although there are far fewer 3KCWs than 4KCWs within the Japan-
ese lexicon overall, 3KCWs generally tend to occur more frequently than
4KCWs.

In order to derive lists of more practical lengths for analyses, the re-
spective second stages commenced by first applying the criterion that
the BCCW]J lemma frequencies (token counts) should be either equal
to or greater than 10. Moreover, reflecting the automatic nature of the
methods used in extracting the CWL source corpus, additional clean-
ing work was required to remove some non-words, some proper nouns
and to merge for cases of lemma replications. Accordingly, Stage 2 pro-
cessing resulted in database lists of 23,046 3KCW-lemmas and 23,159
4KCW-lemmas. Although the application of the frequency criterion
yielded highly comparable lists in terms of the overall numbers of com-
pound word lemmas that each database component contains, naturally,
the impact of eliminating compound words with frequencies of less than
10 was far greater in the case of the 4KCWs. That is, although Stage 2
processing for the 3KCWs yielded a list that was 13.5% of the Stage 1
extracted list, Stage 2 processing for the 4KCWs yielded a list that con-
tained only 7.75% of the Stage 1 extracted list. It should also be noted that
while the distributions of lemma frequencies are generally consistent
for both database lists, with both being typical of corpus frequencies,
the 3KCWs are generally of higher token frequency counts compared to
the 4KCWs, as the plots of log-transformed frequencies in Figure 1 indi-
cate. More specifically, for the 3KCWs, the frequency range is from 10



588 Terry Joyce & Hisashi Masuda

to 18,395 with a mean of 88.5 and median of 25, while for the 4KCWs,
the frequency range is from 10 to 4,127 with a mean of 43.1 and a median
of 20.
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FIGURE 1. Log-transformed lemma frequencies of the 3KCWs and 4KCWs

Even though the BCCW]J’s original lexical strata codes (i.e., NJ, SJ
or hybrids) are retained within the respective databases compiled from
the CWLs, the primary criterion for inclusion has been the appropri-
ate lemma length of 3KCWs and 4KCWs, respectively. Thus, while ac-
knowledging that both database lists contain some proportions of NJ
and hybrid compound words and that awareness concerning the lex-
ical stratum of the components often greatly informs the appropriate
classifications of the compound words, the analyses of morphological
structures reported in the subsequent sections do not explicitly con-
sider the lexical stratum of the component elements. The conducted
analyses of both database lists adopted similar conventions for denoting
the constituent component kanji, which were designated as A, B, and C
(BKCWs), as well as D (AKCWs), respectively, with square-brackets used
to indicate internal structures, such as [AB]+C to indicate a 2KWC with
a C addition and [AB]+[CD] to indicate a combination of two 2KCWs.
Moreover, as Kobayashi, Yamashita, and Kageyama (2016, p. 108) em-
phasize, with S] morphemes, in particular, it can often be quite difficult
to discern both a morpheme’s status, as either a free word or bound ele-
ment, and the word-formation process that underlies a particular com-
pound word, as either involving compounding or affix-derivation. Ac-
cordingly, in considering the appropriate classification of all compound
words, we have also checked for alternative structures. To that end,
all compound words were initially segmented and the component kanji
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were subsequently recombined to consider for all possible structures.
For example, as J23¢ /no-gyo/ agriculture [agriculture + business] and 5%
/gyo-sha/ trader, business person [business + person] both exist as 2KCWs,
it is necessary to consider all component meanings and usage patterns
to determine that [AB]+C is the more coherent interpretation of fZ3&#4
/nd-gyo-sha/ agricultural worker [agriculture + business + person].’

3. The Morphological Structures of the 3BKCW Database

Although Joyce and Masuda (2019) tendered an initial report about com-
piling this database list of 23,046 3KCWs, this paper describes the re-
sults of analyzing their morphological structures in a little more detail.
In addition to presenting a summary table of the morphological struc-
tures, Section 3.1 includes a table of the top 20 most frequent 3KCWs,
as well as some general analyses of the A and C additions to 2KCWs.
Three further sub-sections focus on the morphological structures, with
Section 3.2 on the primary structure of [AB]+C, Section 3.3 on the sec-
ondary structure of A+[BC], and Section 3.4 on the remaining 3KCW
structures.

3.1. Morphological Structures of the 3KCW Database: Summary and
A + C Additions

Table 3 presents the breakdown of the 3KCW database list according
to their morphological structures, with both type counts and their cor-
responding percentages. As the morphological structures of 3KCWs
are generally transparent, it has been possible to confidently classify
the database list according to eight morphological structures.! As Ta-
ble 3 clearly indicates, the primary morphological structure of [AB]+C
is highly dominant in accounting for 77.1% of the database list. In con-
trast, the secondary structure of A+[BC] only accounts for 21.3% overall,
which is about one-third of the primary structure’s percentage. How-
ever, taking the primary and secondary structures together, they ac-
count for the vast majority of 3KCWs, at 98.4% for the database list,
with six other structures underlying the remaining 1.6%. Firmly under-
scoring the profound significance of 2KCWs within the Japanese lexicon

10. Although we regard the [AB]+C classification as being the more plausible in-
terpretation, we are also planning to conduct psycholinguistic surveys to investigate
the extent to which alternative structures might be activated in the processing of such
compound words.

11. Table 3 also includes an adjustment category of multiple types for a few 3BKCWs
that are open to alternative analyses.
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(Joyce, 2011; Joyce, Hodos¢ek, and Masuda, 2017; Kobayashi, Yamashita,
and Kageyama, 2016; Nomura, 1975; 1988), the majority of 3KCWs are
2KCWs combined with an additional morpheme; either predominately
attached to the end or, in considerable cases, inserted at the beginning.

TABLE 3. Breakdown of the morphological structures in the 3KCW database

Morphological structure Type counts Percentage
[AB]+C 17,761 77.1
A+[BC] 4,904 21.3
[A(C*)]+[BC] (with (C¥) omitted) 154 0.7
Non-divisible 93 0.4
Phonological transcription (34 T%) 64 0.3
Monomorphemic (Z) 45 0.2
A+B+C 25 0.1
[AB]+[(A*)C] (with (A*) omitted) 15 0.1
Multiple types (count adjustment) -15 -0.1
Total 23,046 100

Table 4 presents the 20 most frequent 3KCWs based on token fre-
quency counts, which indicates that frequency is independent of mor-
phological structure. Although the primary morphological structure of
[AB]+C is the most frequent among these most frequent 3KCWs, which
is consistent with the overall analysis results, other morphological struc-
tures are also associated with highly frequent 3KCWs, such as 57 PH%(
/fun-i-Ki/ mood; ambience [atmosphere + surround + spirit], which is clas-
sified as non-divisible. Although each of the S] morphemes contributes
semantically to some degree to the overall meaning of this 3KCW, its
original etymology is no longer obvious.

Understandably, a sizeable proportion, at 12.0% of the 3KCWs are
combinations of number kanji with various numerical units and classi-
fiers and, as may be also discerned from Table 4, some of these are of
high frequencies, such as =17 / san-jip-pun/ thirty minutes [[three + ten
= thirty] + minutes] and 1. H /ju-ni-gatsu/ December; 12 months [[ten +
two = twelve] + month].

Before turning to the dominant primary and secondary morphologi-
cal structures, as the vast majority of 3KCWs involve either a single SJ or
NJ morpheme being added to an existing 2KCW, it is beneficial to also
note Masuda and Joyce’s (2019) separate analyses of the A and C addi-
tions. Notwithstanding the challenges, with most kanji being associated
with both multiple S] and multiple N] morphemes and that the status of
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any given kanji can vary across different 3KCWs,'> Masuda and Joyce
analyzed the additional A and C components according to their mor-
pheme status, as either free, bound or affix morphemes. The analysis
results are presented in Table 5.

TABLE 5. Results of analysing A and C additional components in terms of their
morpheme status

A additions C additions

Morpheme status Type count Percentage Type count Percentage

Free 360 55.0 369 44.0
Bound 225 34.4 401 47.9
Affix 70 10.7 68 8.1
Total 655 100.0 838 100.0

3.2. Primary Morphological Structure of [AB]+C 3KCWs

As Table 3 vividly attests, 3KCWs overwhelmingly conform to the mor-
phological structure of [AB]+C, where a single morpheme is appended to
an existing 2KCW. Accordingly, Table 6 first presents the ten most fre-
quent C-additions in terms of their type counts, which indicates their
productivity in combining with multiple 2KCWs, then Table 7 presents
the most frequent 3KCWs by token counts, for each of the 10 most fre-
quent C-additions.

Being wholly consistent with Kobayashi et al.’s (2016, p. 127) com-
ment that [ /teki/ 4N ending" is “a representative, highly productive
Sino-Japanese affix that combines with a variety of bases,” it is not in the
least surprising to find that it is the most productive of the C-additions
observed within the 3KCW database list. Indicative of its wide applic-
ability, 1y is a C-component of 3KCWs across the database’s entire fre-
quency range. In addition to being a C-addition to four of the 20 most

12. Kobayashi, Yamashita, and Kageyama (2016, pp. 95-96) classify one-character
S] morphemes as free (&% /kai/ meeting) or bound—either connectives (#fi5H /un-
ten-chii wbhile driving), or the bases of verbs (5 U% /shin.jiru/ believe), of ANs (7%
/kyt.na/ abrupr), of adverbs (#IC /jitsu.ni/ actually), of adnominal/adverbial modi-
fiers (iL72 % /tan.naru/ mere). Kobayashi et al. also regard some bound morphemes
as affixes due to their positional constraints, such as i /sai/ most as a prefix of FJthi
/sai-sen-tan/ cutting edge [most + front + edge] (p. 108).

13. As Kageyama and Saito (2016, p. 18) note, the lexical category of adjectival noun
does not exist in English or other European languages. While morphologically a noun,
it can function syntactically as an adjective with -7 /-da/ in predicates and -7% /-na/
adnominally.
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TABLE 6. Top ten most frequent C-additions to [AB]+C 3KCWs by type counts

C-addition Meaning Type count
3] -ic AN ending 873
H -er person-indicating ending 685
£ etc.; and so forth 577
gk -ity ending; nature 498
h in/during [place or time] 352
1t -ization verbal noun (VN) ending 294
1 after 253
# pluralizing ending 244
i above; in terms of 239
A -er person-indicating ending 227

TABLE 7. Most frequent [AB]+C 3KCWs by token counts, for each of the most
frequent C-additions

3KCW  Gloss Translation and explanation Frequency

HIAW)  gu-tai-teki concrete 9,334
[[means + substance] + AN ending]

F#i#  ko-rei-sha elderly person/people 3,902
[[high + age] + person]

% sei-bi-to maintenance etc. 608
[[organize + equip] + etc]

nJHEM  ka-né-sei possibility [[can + able] + -ity ending] 13,555

S se-kai-ja around the world 2,034
[[world + world] + thoughout]

3L sei-katsu-ka living [[life + active] + VN ending] 1,195

144  jo-nen-go after 10 years; 10 years later 476
[[ten + year] + after]

Tt ko-domo-tachi  children 886
[[child + accompany] + pluralizer]

B/IELE  jijitsu-jo as a matter of fact 1,396
[[thing + real] + in terms of]

SNEAN  gai-koku-jin foreigner 2,361

[[outside + country] + -er person]

frequent 3KCWs (Table 4), some other 3KCW examples that vary in
terms of their token frequencies are listed in (3).

(3) MM /hi-kaku-teki/ comparatively 3,515
[[compare + contrast] + -ic AN]
[EF¥  /koku-sai-teki/ international 2,106

[[country + occasion; side] + -ic AN]
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AREW  /hon-shitsu-teki/ intrinsic; substantial 1,026
[[true + quality] + -ic AN]

BHEM  /sen-zai-teki/ implicit, latent 506
[[conceal + exist] + -ic AN]

KUK /cho-sen-teki/ challenging; provocative 99

[[contend + battle] + -ic AN]

As Kobayashi, Yamashita, and Kageyama (2016) point out, ¥ com-
bines with various bases, as their examples in (4) illustrate, and, consis-
tently, it is one of the most frequent D-additions to 4KCWs.

(4) 7AW /shi-teki/ or /watashi-teki/ private; personal [I + -ic AN]
Y lig] /katsu-do-teki/ active; dynamic [[active + move] + -ic AN]
BGAZM /sei-ji-ka-teki/ politician-like

[[[politics + rule] + person] + -ic AN]
HEFEMN  /kyd-san-shu-gi-teki/ communistic

[[[together + produce] + [principle + meaning]] + -ic AN]
BT /kusa-wa.ke.teki/ pioneering [[grass + divide] + -ic AN]
F1V) AXH  /karisuma.teki/ charismatic [charisma + -ic AN]

As Table 6 shows, the tenth most productive C-addition is A person,
reflecting its generic sense, but as Kobayashi, Yamashita, and Kageyama
(ibid., p. 127) point out, it is associated with two S] morphemes. The
first is /jin/, which attaches to both nouns and stems of ANs, such as the
examples in (5).

(5) HHEAN  gai-koku-jin foreigner [[outside + country] + -er person]
ZHEN  gei-no-jin performer [[perform + talent] + -er person]
%N yG-mei-jin famous person [[possess + name] + -er person

The second S] morpheme is /nin/, which only attaches to verbal
nouns (VN),' such as the examples in (6). A further restriction is that
while /nin/ attaches to NJ bases, such as 32/FH{D A /u.ke.to.ri.nin/ re-
ceipent [[receive + take] + person], /jin/ does not, apart from the single
exception of N\ /hima-jin/ person of leisure [leisure + person].

(6) HfTA  /tsu-ko-nin/ passerby [[pass through + go] + person]
N /ben-go-nin/ advocate; defender
[[speech + safeguard] + person]
BWHN  /kan-ri-nin/ manager; administrator
[[control + arrange] + person]

14. As Kageyama and Saito (2016, p. 18) also stress, the verbal noun (VN) is another
lexical categories that does not exist in European languages. Kagayama and Saito de-
scribe VNs as “hybrid category” of a noun that can function as a verb when combined
with the dummy verb 9% /suru/.
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3.3. Secondary Morphological Structure of A+[BC] 3KCWs

Although not as common as the primary structure of [AB]+C 3KCWs,
the secondary structure of A+[BC] accounts for approximately one-fifth
(21.3%) of the 3KCW database list. Table 8 presents the ten most fre-
quent A-additions in terms of their type counts, while Table 9 presents,
for each of the ten most frequent A-additions, the most frequent A+[BC]
3KCWs with the respective A-additions.

TABLE 8. Top ten most frequent A-additions to A+[BC] 3KCWs by type counts

A-addition Meaning Type count
il honorific prefix 430
N large; big 313
% each; every 152
T negative prefix non- 143
boii new 127
- one 126
JHE negative prefix un-, non- 95
[Fi same 93
#H various; several 90
£ all; whole 86

TABLE 9. Most frequent A+[BC] 3KCWs by token counts, for each of the most
frequent A-additions

3KCW Gloss Translation and explanation Frequency

5 go-shi-teki as you indicate 2,171
[honorific + [point + pinch]]

KK dai-jo-bu problem-free 16,861
[big + [stature + man = healthy]]

#HiE  kaku-chi-iki  each region [each + [ground + region]] 388

ARG fu-shi-gi mysterious 13,044
[negative + [think + debate]]

Prighl  shin-kan-sen  bullet train [new + [trunk + line]] 1,118

—§#]  ichi-ji-kan one hour [one + [time + interval]] 6,515

MG mu-i-shiki unconsciousness 1,263
[un- + [mind + know]]

ML do-kyu-sei classmate 840
[same + [rank; class + student]

#9 E  sho-gai-koku various foreign countries 744

[various + [out + country]
2MHHR zen-se-kai whole world [all + [[world + world] 619
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While Kobayashi, Yamashita, and Kageyama (2016, p. 123) acknowl-
edge that there are considerable cases of S] words “where the distinction
between affix and compound constituent is not clear,” they also stress
that A-additions often represent substantive semantic concepts. Indeed,
they provide a number of examples, which they organize according to
five semantic functions, including (a) limiting or modifying the base
meaning, (b) verbal meaning that corresponds to the base noun’s argu-
ment, (c) limiting the base noun’s reference, (d) adverbially modifying
a predicate-like base, and (e) indicating negation. Examples for each of
these five semantic functions are given in (7).

(7) WRAE  /ko-sei-seki/ good results [pleasing + [become + achievements]]
Ak /han-tai-sei/ anti-establishment [opposite + [body + system]]
AH /hon-sei-hin/ this product [this; main + [manufacture + goods]]
2UKE  /kyu-sei-chd/ rapid growrh [rapid + [become + long]]

AfEER /mi-kei-ken/ inexperienced [not yet + [pass thru + effect]]

Instructively, Kobayashi, Yamashita, and Kageyama (ibid., pp. 126—
127) differentiate between the four A-additions that signify negative
senses in terms of their nuances and the categories of bases to which
they attach. Consistent with its fourth place ranking amongst the most
productive A-additions, Kobayashi, Yamashita, and Kageyama (ibid.)
comment that f /fu/ and /bu/ negative is the most productive and at-
taches to nouns, adjectival nouns and verbal nouns, as in (8), respec-
tively.

(8) Aum& /fu-kei-ki/ recession [negation + [view + spirit; atmosphere]]
AEFE /fu-kaku-jitsu/ uncertain [negation + [confirm + reality]]
A /fu-sho-chi/ disapproval [negation + [acquiesce + know]]

The next most productive A-addition with negative connotations is
& /mu/ lacking, non-existent, which attaches to nouns and verbal nouns,
but not adjectival nouns, as in (9).

(9) MEBYL  /mu-kan-shin/ unconcerned [lacking + [connection + heart]]
MERAFR  /mu-kan-kei/ unrelated [lacking + [connection + connection]]

As an A-addition of 45 3KCWs within the database list, the third most
productive of the A-additions with negative connotations is A& /mi/ not
yet, which attaches to nouns and verbal nouns, but not adjectival nouns,
as in (10).

(10) KT /mi-sei-nen/ not of age [not yet [become + age]]
AfiRk  /mi-kai-ketsu/ unresolved
[not yet + [unravel; solve + decide; fix]]
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While only attested as an A-addition to 38 A+[BC] 3KCWs within the
database list, JF /hi/ negation also attaches to nouns, adjectival nouns and
verbal nouns, as in (11) respectively.

(11) JEAIE  /hi-nin-jo/ inbuman [negation + [person + feelings]]
IR /hi-go-ho/ unlawful [negation + [fit; suit + law, rule]
JENFE  /hi-ko-nin/ unauthorized

[negation + [public; official + acknowledge]]

3.4. Other 3BKCW Morphological Structures

Although our analysis of the morphological structures of the 3KCW
database reveals that the two structures of [AB]+C and A+[BC] account
for the vast majority (98.4%) of 3KCWs, as Table 3 also indicates, six
other morphological structures underlie a small percentage of 3KCWs.
Accordingly, this section turns to present examples of 3KCWs that con-
form to those other morphological structures.

Albeit on a distinctly smaller scale (0.7%), the third most frequent
morphological structure is [A(C*)]+[BC], where the C-component of
an [AC] 2KCW is omitted and the resultant A is attached to a related
[BC] 2KCW. The practice of omitting the C-component of an [AC]
2KCWs is undoubtedly a form of clipping that is common with SJ words
(Kobayashi, Yamashita, and Kageyama, 2016, p. 128).° As such, superfi-
cially, this structure may appear to resemble the A+[BC] structure, in the
sense, that it effectively involves an A-component being inserted before
a [BC] 2KCW. It is, however, appropriate to differentiate them, because
the [A(C*)]+[BC] structure crucially hinges on the semantic relationship
between the [AC] and [BC] 2KCWs, due to their shared C-component,
as the examples in (12) illustrate.

(12) [A(CH]+[BC] (with (C*) omitted)
HER  /shi-cho-kaku/ audiovisual [$1# vision + % hearing]
AHIE  /nyt-shutsu-koku/ immigration
[AH enter country + H{[F depart county]

15. Clipping with S] words most typically involves 4KCWs being shortened to
2KCWs, such as Bififad$ /mo-gi-shi-ken/ practice test — &\ /mo-shi/ (A + C) or &
R /ko-to-gak-ko/ high school — = /ko-ko/ (A + D). One important consequence
of such clipping processes is that the resultant 2KCWs tend to have far higher fre-
quencies than the corresponding 4KCW, such as §tifi /shu-katsu/ job hunting [take
position + activity] which is derived by clipping from FtiH) /sha-shoku-katsu-do/
job bunting [position + post + lively + move].



598 Terry Joyce & Hisashi Masuda

The fourth category of non-divisible is necessary to handle the small
set of exceptions (0.4%). Some 3KCWs are classified as non-divisible,
because the compound word’s etymology and morphological structure
are not clear, even though the meanings of the component morphemes
are usually related to the overall meaning. Other 3KCWs classified as
non-divisible are the results of clipping processes applied to longer com-
pound words. One example of each is presented in (13).

(13) Non-divisible

JifEX  /ho-tei-shiki/ equation; formula
[direction + formula + expression]
BUEHE  /shoku-sen-ki/ dishwasher — A%

[[eat + ware = dishes] + [[wash + clean = washing] + machine]]

The fifth category is phonological transcriptions (0.3%), known as
WTH Jateji/ phonological transcription [apply + character] in Japanese,
which refers to the convention of phonologically representing a word’s
syllables with kanji. Although phonological transcriptions are essen-
tially a form of the rebus principle, the individual kanji used for such
graphematic representations often have some degree of semantic rele-
vance to the word’s meaning, such as in the first example in (14), but
sometimes less so, as in the second example.

(14) Phonological transcriptions (4 T%)

WIS /kabuki/ kabuki; Japanese classical drama [sing + dance + art]
HimR /mokuromi/ plan; scheme; plor [eye + argument + see]

The sixth category is monomorphemic words (0.2%), known as #4°7
Al /juku-ji-kun/ monomorpbemic word [compound + character + semantic
translation] in Japanese, which refers to the convention of representing
the meaning of an NJ word with kanji that are semantically related. In
contrast to phonological transcriptions where the kanji are representing
the syllables of the word, there is usually no phonological correspon-
dence between the elements of the graphematic representation, but the
meanings of the component kanji are related to the word’s meaning. The
first example in (15) may be regarded as the prototypical example that
is frequently cited in illustration.

(15) Monomorphemic words (FAFll)

TLAWM  /samidare/ early summer rain [five + month + rain]
W1l¥%  /hatoba/ wharf; quay [wave + stop + place]
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The seventh morphological structure is A+B+C (0.1%), as the con-
catenation of three morphemes that together constitute some form of
set or may be regarded as exemplars of the compound word’s meaning,
as both the examples in (16) indicate.

(16) A+B+C

KB /i-shoku-ju/ necessities of life [clothing + food + shelter]
PEFY:  /san-kan-gaku/ industry, government and academia
[industry + government + academia]

The eighth and final morphological structure is [AB]+[(A*)C] (0.1%),
where the A-component of an [AC] 2KCW is omitted and the resultant
C is attached to an [AB] 2KCW. Like the [A(C*)]+[BC] structure, the
omitting of the A-component of an [AC] 2KCW is also a form of clip-
ping. Also similar to the [A(C¥)]+[BC] structure, it is appropriate to
differentiate this from the primary morphological structure of [AB]+C
2KCWs, because the [AB]+[(A*)C] structure also hinges on the seman-
tic relationships between the [AB] and [AC] 2KCWs, due to their shared
A-component, as the examples in (17) illustrate.

17) [AB]+[(A")C] (with (A*) omitted)

EIWNSt  /koku-nai-gai/ domestic + foreign [EN domestic + [E4} foreign]
TH/N  /ja-go-roku/ 1507 16 [1T7H 15 + /5 16]

4. Morphological Structure Results for the 4KCW Database

Having presented the results of analyzing the morphological structures
of the 3BKCW database component in some detail, this paper now turns to
present the results for the 4KCW database. Adopting a similar organiza-
tion to the previous section, Section 4.1 starts with a summary table of the
morphological structures and a table of the top 20 most frequent 4KCWs.
Four further sub-sections focus on the various morphological structures,
with Section 4.2 on the primary structure of [AB]+[CD], Section 4.3 on
the second structure of [ABC]+D, Section 4.4 on the tertiary structure of
A+[BCD], and Section 4.5 on the remaining 4KCW structures.

4.1. Morphological Structures of the 4KCW Database: Summary

Table 10 presents the breakdown of the database list of 23,159 4KCWs
according to their morphological structures, with both type counts and
their corresponding percentages.

As the morphological structures of 4KCWs are also generally highly
transparent, it has been possible to confidently classify the database
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TABLE 10. Breakdown of the morphological structures in the 4KCW database

Morphological structure Type counts Percentage
[AB]+[CD] 19,805 85.3
[ABC]+D 2,809 12.1
A+[BCD] 449 1.9
Non-divisible 23 0.1
[A(CD*)]+[BCD] (with (*CD) omitted) 18 0.1
[A(D®)]+[B(D*)]+[CD] (with both (*D) omitted) 16 0.1
A+B+C+D 16 0.1
Phonological transcriptions (24 T*%) 14 0.1
[AB]+C+D 6 0.0
Monomorphemic (F4F) 2 0.0
[A(D*)]+[BCD] (with (*D) omitted) 1 0.0
Total 23,159 100

list according to 11morphological structures.'® Similar to the results

for the 3KCWs, the analyses of the morphological structures within the
4KCWs reveals that one structure dominates in accounting for 85.3% of
the 4KCW types. However, in the case of 4KCWs, the primary mor-
phological structure is [AB]+[CD], which is consistent with Kobayashi
et al.’s (2016, p. 113) comment that “four-character S-J words are words
composed of four S-J morphemes, which are typically divided into two
words, each consisting of two morphemes”. This primary structure also
attests to the immense significance of 2ZKCWs within the Japanese lex-
icon (Joyce, 2011; Joyce, Hodos¢ek, and Masuda, 2017; Kobayashi, Ya-
mashita, and Kageyama, 2016; Nomura, 1975; 1988).

Reflecting the even greater dominance of the [AB]+[CD] structure,
in contrast, the secondary structure of [ABC]+D and the tertiary struc-
ture of A+[BCD] account for 12.1% and 1.9%, respectively, of all 4AKCW
structures. Naturally, there are parallels between these morphological
structures and the primary and secondary structures of 3BKCWs, as they
also involve combining an additional morpheme with an existing com-
pound word and the marked preference is for attaching that additional
morpheme to the end rather than inserting at the beginning. However,
reflecting the even greater dominance of the primary structure, the sec-
ondary and tertiary structures are relatively less common for 4KCWs.

16. Claiming that the structures of 4KCWs “can be categorized by the patterns of
binary branching structures,” Kobayashi, Yamashita, and Kageyama (2016, pp. 114~
115) list nine patterns under four types, following Nomura (1975). Reflecting its im-
portance, the first type is [AB]+[CB], the second is of 3KCWs plus additions (i.e.,
[ABC]+D and A+[BCD]), the third involves combinations (i.e., [ACD*]+[BCD] and
[AD*]+[BD*]+[CD]), and the fourth is A+B+C+D. However, their list does not include
either phonological transcriptions or monomorphemic words.
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Table 11 presents the 20 most frequent 4KCWs by token frequency
counts. Comparing Table 11 with Table 3, which present the 20 most fre-
quent 3KCWs, might initially appear to somewhat undermine the claim
advanced earlier that morphological structures are independent of word
frequencies. Even though Table 10 clearly indicates that the [AB]+[CD]
structure is the highly dominant one for 4KCWs, at 85.3% of all types,
12 of the top 20 4KCWs have [ABC]+D structures and only seven have
[AB]+[CD] structures. However, it should be noted that ten of those
[ABC]+D 4KCWs are referring to dates of the month, such as = —
H /san-ju-ichi-nichi/ the thirty-first; 31 days, where the ABC kanji repre-
sents 31 and the D-addition represents day, with the other two [ABC]+D
4KCWs being year designations (e.g., . T—% 2001). As such, their oc-
currences within the top 20 4KCWs should be attributed to the relative
frequency levels of these compound word lemmas within the BCCW]J-
based CWLs that are the basis for the 3KWC and 4KCW database lists.
That is, while these particular 4KCWs are of high frequencies among the
4KCW database list, as noted earlier, the 4KCWs are generally of lower
frequencies compared to the 3KCWs. It is also germane in this context
to note that, although 12.0% of the 3KCWs are combinations of number
kanji with various numerical units and classifiers, only 1,134 (4.9%) of
the 4KCW list are of such combinations, with another 332 (1.4%) 4KCW
that are only numbers. Of the 1,134 4KCWs that are combinations of a
number and a unit or classifier, understandably, 991 (87.4%) of those are
[ABC]+D structures.!’

4.2. Primary Morphological Structure of [AB]+[CD] 4KCWs

As the summary results in Table 10 incontestably indicate, the primary
morphological structure of 4KCWs is [AB]+[CD], where two 2KCWs are
combined into a larger compound unit. Notwithstanding Kobayashi et
al.’s (2016, p. 117) observation that the semantic head of most [AB]+[CD]
4KCWs is on the right-side (i.e., the CD-component), with some pos-
sessing dual heads, Table 12 presents the top 13 most frequent AB-
components in terms of their type counts and Table 13 presents the most

17. It bears repeating that the analyzed list of 4KCW represents only 7.75% of all
4KCWs within the CWLs, while the analyzed list of 3KCWs represents 13.5% of all
3KCWs. Thus, it is highly probably that many more 4KCWs exist that are combina-
tions of numbers and numerical units, but which are of lower frequencies (lemma fre-
quencies > 10). It also bears noting that compound words that consist of three number
kanji and a numerical unit/classifier (e.g., = 1— + H) are likely to far less frequent in
occurrence compared to both a single number kanji and classifier (i.e., 2KCWs such as
—[u] /ik-kai/ one-time [one + time]) and two number kanji and classifier (i.e., 3KCWs
such as = 1) 30 minutes).
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frequent 4KCWs, in terms of their token counts, for each of the most fre-
quent AB-components.

TABLE 12. Top 13 most frequent AB-components of [AB]+[CD] 4KCWs according
to type counts

AB Gloss Translation and explanation Type count

g% to-gai appropriate; relevant 112
[appropriate + above-stated]

Y5 kei-zai economic; finance 88
[pass thru; expire + settle (debt, etc.)]

Hd  ji-ko self; oneself [oneself + self] 82

4G sei-katsu  living; life [life + lively] 79

[EFE koku-sai international [country + occasion; side] 78

#t2>  sha-kai society, community 76
[association + meeting; association]

—ft  ip-pan general, typical [one + general] 67

BE kei-ei business, management 66
[pass thru; expire + occupation]

A ki-hon fundamental, basic [foundation + base] 61

HEHE  kyo-iku education; instruction [teach + raise] 58

Bif  sei-ji politics; government [politics + reign; rule] 58

P sei-san production; manufacture 58
[life; birth + product; yield]

i chi-iki region [earth + region] 58

Highly consistent with the large-scale BCCW] corpus from which the
4KCW database list has been derived, the most frequent AB-components
are related to general areas of human activity, such as ¥4 /kei-zai/ eco-
nomics, 1£2% /sha-kai/ society, ¥ /kei-ei/ business and BUfH /sei-ji/ politics.
The most productive AB-component is the adjective *§i%, which appears
as the AB-component of 112 4KCWs within the database list, such as
in M%7 5 /to-gai-kaku-go/ relevant items [[relevant + above-stated] +
[each + item]] and %)% /to-gai-nen-do/ relevant year(s) [[relevant +
above-stated] + [year + time]]. Apart from 4%, the other 12 most fre-
quent AB-compounds are either nouns or VNs. For example, the sec-
ond most frequent AB-component is the noun #%%, which appears as
the AB-component of 88 4KCWs, such as %K /kei-zai-sei-cho/ eco-
nomic growth [[expire + settle] + [become + long]] and #FFEfE /kei-zai-
hat-ten/ economic development [[expire + settle] + [start from + unfold]].
The fourth ranked AB-component of i is a VN, which appears as the
AB-component of 79 4KCWs, such as 4155 /sei-katsu-kan-kyo/ living
environment [[life + lively] + [ring + boundary]] and 4:{iE¥1H /sei-katsu-
shu-kan/ lifestyle; living habits [[life + lively] + [learn + accustomed to]].
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TABLE 13. Most frequent [AB]+[CD] 4KCWs by token counts, for each of the
most frequent AB-components

[AB]+[CD] Gloss Translation and explanation Type
count
WSS to-gai-kaku-go relevant items [[relevant + above- 214
stated] + [each + item]]
BIHRE  kei-zai-sei-ché economic growth [[expire + settle] 689
+ [become + long]]
EdE(E  ji-ko-seki-nin self-responsibility [[oneself + self] 356
+ [condemn + duty]]
ETEEREL sei-katsu-kan-kyo  living environment [[life + lively] + 822
[ring + boundary]]
ER##t2  koku-sai-sha-kai international society [[country + 786
side] + [company + meet]]
#t2>E#%  sha-kai-shu-gi socialism [[association + meeting] 563
+ [main + meaning]]
—fezEt ip-pan-kai-kei general accounting [[one + general] 473
+ [meeting + measure]]
FFEWRIE  kei-ei-sen-ryaku  management strategy [[expire + 199
work] + [battle + outline]]
HAJTE ki-hon-hd-shin basic policy [[foundation + base] + 839
[direction + needle]]
HHIIM  kyo-iku-kun-ren education + training [[teach + raise] 380
+ [instruct + practice]]
BURTEE)  sei-ji-katsu-do political activity [[politics + rule] + 198
[lively + move]]
EPEYESE)]  sei-san-katsu-do production activity [[life + product] 281
+ [lively + move]]
Hhlktt2  chi-iki-sha-kai regional community [[earth + re- 1,007

gion] + [company + meet]]

Kobayashi, Yamashita, and Kageyama (2016, pp. 116—117) comment
that nearly all [AB]+[CD] 4KCWs function as either nouns, VNs or ANs,
as some of their examples in (18) illustrate.

(18) [ABJ]+[CD] nouns

WIEKEL  /zai-mu-dai-jin/ Finance Minister
[[money + duties] + [big + retainer]]

THigk)E  /to-chi-ka-oku/ land and buildings
[[soil + earth] + [house + roof]]

[AB]+[CD] VN

RAYE  /dai-gaku-kai-kaku/ university reform
[[big + learn] + [modify + reform]]

FXUHIL  /i-ki-sho-chin/ depressed in spirits
[[mind + spirit] + [extinguish + sink]]



Constructing Databases of Japanese 3- and 4-Kanji Compound Words 605

[AB]+[CD] AN
FIFTIRE  /ri-y6-ka-nod/ usable [[benefit + use] + [can + ability]]
KA /tan-jun-mei-kai/ simple and clear

[[simple + pure] + [bright + pleasant]]

However, of the seven 4KCWs with [AB]+[CD] structures among the
20 most frequent by token frequency counts (Table 11), all are nouns
apart from the one AN of —:8&f /is-sho-ken-mei/ with utmost effort [[one
+ life] + [depend + fate]]. Moreover, of the 4KCWs for each of the most
frequent AB-components (Table 13), most are nouns, with just the three
VNs of #HE I, BGATEH), and LPEEH).

Turning next to the CD-components of [AB]+[CD] 4KCWs, Table 14
presents the top ten most frequent CD-components in terms of their type
counts and Table 15 presents the most frequent 4KCWs, in terms of their
token counts, for each of the most frequent CD-components. Also highly
consistent with the nature of corpora lexicons, the most frequent CD-
components are also closely related to human activities. However, in con-
trast to the domain connotations of the AB-components, the most fre-
quency CD-components by type counts primarily pertain to the notions
of Bif% /kan-kei/ relations, 158)) /katsu-do/ activities, Wil /ji-kan / time and }¥]
[l /ki-kan/ periods, and /1% /ho-ho/ methods, as well as [Hi& /mon-dai/ prob-
lems and their IK{L /jo-Kyo/ situations and IKHE /jo-tai/ states.

TABLE 14. Top 10 most frequent CD-components of [AB]+[CD] 4KCWs accord-
ing to type counts

CD Gloss Translation and explanation Type count
%  kan-kei relation; connection 164
[connection + connection]
B katsu-do  activity; action [lively + move] 156
Ll i-jo ...and upwards; beyond ... [by means of + up] 154
WA ji-kan time; period [time + interval] 143
/it ho-ho method; process [way + method] 133
H ki-kan period; term [period + interval] 124
F# shu-gi doctrine; -ism [main + meaning] 118
i mon-dai problem; issue [ask + topic] 118
R jo-kyo situation; circumstances [state + situation] 112
JRHE  jo-tai state; condition [state + condition] 103

The most productive CD-component is the noun Bf%, which appears
as the CD-component of 164 [AB]+[CD] 4KCWs within the database list,
such as in AfIBf% /nin-gen-kan-kei/ human relations [[human + space] +
[connect + connect]] and 1SR /shin-rai-kan-kei/ relationship of mutual
trust [[faith + trust] + [connect + connect]]. The second most frequent



606 Terry Joyce & Hisashi Masuda

TABLE 15. Most frequent [AB]+[CD] 4KCWs by token counts, for each of the
most frequent CD-components

[AB]+[CD] Gloss Translation and explanation Type
count

ARBif%  nin-gen-kan-kei  human relations [[human + space] + 1,861
[connect + connect]]

BUETEE)  kei-zai-katsu-dd  economic activity [[expire + settle] 519
+ [lively + move]]

HELL L hitsu-yo6-i-jo more than necessary [[certain + 504
need] + [by means of + up]]

JiBRiR ro-do-ji-kan working hours [[labor + work] + 790
[time + interval]]

o551k 6-bo-ho-ho application method [[apply + re- 292
cruit] + [way + method]]

—EWl it-tei-ki-kan fixed interval [[one + determine] + 314
[period + interval]]

KF+F#  min-shu-shu-gi democracy [[people + main] + [main 1,102
+ meaning]]

IRIRE  kan-kyd-mon-dai environmental problem [[ring + 900
boundary] + [ask + topic]]

EfEIRkY  jis-shi-jo-kyo implementation status [[real + per- 326
form] + [state + situation]]

{ERIRHE  ken-ko-jo-tai health condition [[healthy + ease] + 326

[state + condition]]

CD-component is the VN of {ii#, which is the only VN amongst the top
ten CD-components. It is the CD-component of 156 4KCWs, such as
FEVETEHE) /kei-zai-katsu-do/ economic activity [[expire + settle] + [lively +
move]] and F¥GH) /ji-gyo-katsu-do/ business activities [[matter + busi-
ness] + [lively + move]].

4.3. Secondary Morphological Structure of [ABC]+D 4KCWs

Reflecting the greater dominance of the primary [AB]+[CD] morpho-
logical structure for 4KCWs, the secondary structure of [ABC]+D only
accounts for 12.1% of the 4KCW database list. Moreover, although this
secondary structure closely parallels the primary [AB]+C morphological
structure of 3KCWs, as noted earlier, where an additional morpheme is
being attached to the end of an existing compound word, its coverage
of only 12.1% stands in sharp contrast to the 77.1% prevalence of [AB]+C
3KCWs as the primary structure of 3KCWs. Moreover, further analy-
ses of the D-additions of 4KCWs reveals that 26% are suffixes, which
account for account for 61% of the [ABC]+D structures.
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Table 16 presents the top ten most frequent D-additions to [ABC]+D
4KCWs by type counts and Table 17 presents the most frequent [ABC]+D
4KCWs, by token counts, for each of the most frequent D-additions.

TABLE 16. Top ten most frequent D-additions to [ABC]+D 4KCWs by type counts

D-addition Meaning Type count
& etc.; and so forth 156
H Japanese yen 152
A -er person-indicating ending 147
% article, clause, counter for articles 116
i year 109
Y -ic AN ending 109
= -er person-indicating ending 95
% age counter 76
] between; interval 71
be3 pluralizing ending 70

TABLE 17. Most frequent [ABC]+D 4KCWs by token counts, for each of the most
frequent D-additions

[ABC]+D] Gloss Translation and explanation Type
count
A ko-rei-sha-tod such as the elderly 93
[[high + age + person] + pluralizer]
THEM  sen-go-hyaku-en 1,500 yen 691
[[thousand + five + hundred] + yen]
Wikl#E AN hi-s6-zoku-nin decedent 297
[[cover + together + continue] + person]
Wt —%  dai-ja-ni-jo article 12 636

[[number + ten + two] + article]
e i ni-sen-ichi-nen 2001 [[two + thousand + one] + year] 2,053

PEWBIF  cha-cho-ki-teki mid-long term-ish 229
[[middle + long + period] + -ic]

Wili%¥E  hi-ho-ken-sha insured person 1,013
[[cover + protect + precipitous] + person]

ZPui% ni-jo-yon-sai 24 years old 597
[[two + ten + four] + years of age]

14  ni-jo-nen-kan 20 year period 381
[[two + ten + year] + interval]

FALRE  shu-jin-ko-tachi  protagonists 15

[[main + person + public] + pluralizer]

In light of the clear parallels in terms of word-formation processes,
it is most expedient to first compare the most frequent C-additions
of [AB]+C 3KCWs (Table 6) with the most frequent D-additions of
[ABC]+D 4KCWs (Table 16). While such comparisons reveal that five
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morphemes are common to both lists (i.e., i, &, 3, ¥, and \), clearly,
there are also differences in terms of their respective rankings. For
instance, [ is the most frequent C-addition, occurring in 873 [AB]+C
3KCWs, but it is only the sixth most frequent as a D-addition, occur-
ring in 109 [ABC]+D 4KCWs, such as HEMH /chi-cho-ki-teki/ mid-
long term-ish [[middle + long + period] + -ic]. However, in demonstrating
that this morpheme attaches to both many 3KCWs and many 4KCWs,
these results are highly consistent with Kobayashi et al.’s (2016, p. 127)
observation, noted earlier, that [ is a highly productive SJ affix that
attaches to various bases. The most frequent D-addition is % which
occurs in 156 4CKWs, such as i &% /ko-rei-sha-to/ such as the elderly
[[high + age + person] + pluralizer], while it is the third most frequent
C-addition, occurring in 577 3KCWs. The largest shift in the respec-
tive frequency rankings for 3KCWs and 4KCWS is for A, which is the
third most frequent D-addition, occurring in 147 4KCWs, such as f#H#5¢
A /hi-s6-zoku-nin/ decedent [[cover + together + continue] + person], as
opposed to being the tenth most frequent C-addition, occurring in 227
3KCWs.

Comparing Tables 6 and 16 also reveals that five S] morphemes
are not common to both lists, but, highly congruent with earlier re-
marks about the likely frequency distributions of number kanji, these
D-additions attach either solely or commonly to number kanji. Accord-
ingly, it is not surprising to discover that the most frequent D-addition
is 1 /en/ Japanese yen currency, which is a D-addition to 152 4KCWs, such
as T i /sen-go-hyaku-en/ 1,500 yen [[thousand + five + hundred] +
yen] and of even larger sums, such as it /j[] /go-ja-man-en/ 500,000
yen [[five + ten + ten-thousand] + yen]. The fourth most frequent D-
addition is 5% /jO/ article, clause, counter for articles, which occurs in 116
4KCWs, such as | 2% /dai-ja-ni-jo/ article 12 [[number + ten + two]
+ article]. The fifth most frequent D-addition is 4 /nen/ year, which
occurs in 109 4KCWs, such as . T—4£ /ni-sen-ichi-nen/ 2001 [[two +
thousand + one] + year], while the eighth most frequent is j#% /sai/ age
counter, which occurs in 76 4KCWs, such as — 1'PUj& /ni-ji-yon-sai/ 24
years old [[two + ten + four] + years of age]. Although the ninth most fre-
quent D-addition of [ /kan/ between; interval also often combines with
3KCWs that involve numbers, such as .14l /ni-ja-nen-kan/ 20 year
period [[two + ten + year] + interval], in such cases the C of the 3KCW in-
variably represents some time unit (such as minutes, days, months, and
years). It can also attach to other kinds of 3KCWs, where the notion of
between is spatial, such as ¥ E M /ka-mei-koku-kan/ between member
states [[add + alliance + country] + between].
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4.4. Tertiary Morphological Structure of A+[BCD] 4KCWs

As with the secondary structure of 4KCWs, the tertiary structure of
A+[BCD] has also been considerably marginalized to just 1.9% of all
4KCWs structures, due to the marked prevalence of the 4KCW pri-
mary structure. However, again, the parallels to the morphological
structures of 3KCWs are present to the extent that the tertiary struc-
ture of A+[BCD] 4KCWs is similar to the secondary A+[BC] structure of
3KCWs, where an additional morpheme is being inserted at the begin-
ning. Moreover, the tendency seen with 3KCWs to derive longer com-
pounds by appending a final morpheme as opposed to inserting an initial
morpheme is also observed for the 4KCWs. As with the secondary struc-
ture of [ABC]+D 4KCWs, further analysis of the A-additions reveals that
32% are prefixes, which account for 75% of the A+[BCD] structures.

Table 18 presents the top ten most frequent A-additions to A+[BCD]
4KCWs by type counts and Table 19 presents the most frequent
A+[BCD] 4KCWs, by token counts, for each of the most frequent A-
additions.

TABLE 18. Top ten most frequent A-additions to A+[BCD] 4KCWs by type counts

A-addition Meaning Type count
# approximately 84
% each; every 46
& gross, whole, general 24
[7] same 22
i new 16
iy all, whole 16
JE negation prefix 16
K large; big 14
# the following; next 12
Al vice-; assistant 11

Also reflecting the close parallels in terms of word formation, there
is again merit in comparing the most frequent A-additions for 3KCWs
(Table 8) with the most frequent A-additions of 4AKCWs (Table 18). Five
morphemes are common to both lists (i.e., KX, %, ¥, [Fl, and 4%), but the
shifts in their respective ranking orders are generally not as pronounced
as the shifts between the C-additions and D-additions to 3KCWs and
4KCWs, respectively. However, in sharp contrast to ffl /o/ and /go/
honorific prefix being the most frequent A-addition for 3KCWs in terms
of type counts, in the case of A+[BCD] 4KCWs, the most frequent A-
addition is #J /yaku/ approximately, which is an A-addition to 84 4KCWs,
even though it is not amongst the top ten as an A-addition to 3KCWs.
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TABLE 19. Most frequent A+[BCD] 4KCWs by token counts, for each of the most
frequent A-additions

A+[BCD] Gloss Translation and explanation Type
count

#="14"  yaku-san-jip-pun about 30 minutes 123
[about + three + ten + minutes]

#iill]&f  kaku-shi-cho-son  each municipality 113
[each + city + town + village]

#eEDE8  so-shi-rei-bu headquarters 134
[general + official + orders + section]

FZE%  do-i-in-kai same committee 116
[same + committee + member + meet]

#HEHH  shin-ji-gyo-sha new business person 94
[new + thing + business + person]

21  zen-ja-ni-kai twelve times in total 37
[all + ten + two + times]

JEELERE  hi-sei-zo-gyo nonmanufacturing sector 115
[un + make + create + business]|

KEMH  6-majime deadly serious 187
[big + true + face + eye]

BEFEH  yoku-ei-gyo-bi next working day 23
[next + conduct + business + day]

AIK#MIE  fuku-dai-to-ryd  vice-president 67

[vice + big + govern + territory]

As in both #1=143 /yaku-san-jip-pun/ about 30 minutes [about + [three +
ten + minutes]] and #) -F A\ /yaku-ni-hyaku-nin/ about 200 people [about
+ [two + hundred + people]], #J is typically inserted at the beginning of
3KCWs with [AB]+C structures, where the AB morphemes are numbers
and the C-component is a numerical unit or classifier, such as minutes,
people, and Japanese yen.

The second most frequent A-addition for 4KCWs is 7% /kaku/ each;
every, which occurs in 46 4KCWs, such as in #1lillf} /kaku-shi-ché-son/
each municipality [each + [city + town + village]] and % FH{G{A& /kaku-ji-chi-
tai/ each municipality [each + [[self + rule + body]]. Its ranking as the sec-
ond most frequent A-addition is comparable to its ranking as the third
most frequent A-addition for 3KCWs, which underscores the general
productivity of this S] morpheme as a prefix of both 3KCW and 4KCWs.
Although not appearing within the top ten A-additions for 3BKCWs, the
third most frequent for 4KCWs is #& /s6/ gross, whole, general, which oc-
curs in 24 4KCWs, such as #8r]¥F /so-shi-rei-bu/ beadquarters [general
+ [official + orders + section]] and 8 HE# /so-ji-gyo-hi/ fotal operating
expenses [gross + [matter + business + expenses]].

Of the four A-additions that function as negative prefixes (Kobayashi,
Yamashita, and Kageyama, 2016), as noted earlier, only JF /hi/ nega-
tion features within the top ten most frequent A-additions for 4KCWs,
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even though it was not amongst the top ten for 3KCWs. It occurs in
16 4KCWs, such as JEBLEZE /hi-sei-z0-gy0/ nonmanufacturing sector [un
+ [make + create + business]] and FEBEMH /hi-kitsu-en-sha/ non-smoker
[non + [consume + smoke + person]].

4.5. Other 4KCW Morphological Structures

Our analysis of the morphological structures of the 4KCW database re-
veals that a large majority (85.3%) have [AB]+[CD] structures, being the
combination of two 2KCWs. The secondary and tertiary structures of
4KCWs involve one morpheme being added to an existing 3KCW, which
together account for 14.0% of 4KCws However, as Table 10 also indi-
cates, eight other morphological structures underlie a small percentage
of 4KCWs. Accordingly, this section turns to present examples of those
4KCW structures.

For the 4KCWs, the first of these more marginal morphological struc-
tures is non-divisible (0.1%), which, as with the 3KCWs, is necessary to
handle a small set of exceptions. The examples provided in (19) also il-
lustrates that although the compound word’s etymology and morpho-
logical structure are not clear, the meanings of the component mor-
phemes are often related to the overall meaning.

(19) Non-divisible

BRKIEY)  /tan-sui-ka-butsu/ carbobydrate
[coal + water + change + matter]

ARG /fu-ka-shi-gi/ mystery; unfathomable
[negative + can + think + debate]

The second of the marginal morphological structures is [A(CD)*]+
[BCD] (0.1%), where the CD-component of an [ACD] 2KCW is omit-
ted and the resultant A is attached to a related [BCD] 3KCW. This is
also a form of clipping, as noted earlier, and, once again, this struc-
ture may appear to resemble superficially the A+[BCD] structure out-
lined above, to the extent that an A-component is being inserted be-
fore a [BCD] 3KCW. However, as with the [A(C*)]+[BC] structure of
3KCWs, the [A(CD)*]+[BCD] structure crucially hinges on the semantic
relationship between the [ACD] and [BCD] 3KCWs, due to their shared
CD-components, as the examples in (20) illustrates.

(20) [A(CD¥*)]+[BCD] (with (*CD) omitted)
INRZEAE /sho-chii-gaku-sei/ elementary and junior-bigh school students
[’y of /N£4: elementary school student + [H1*#4: junior-high
school student]]
T HMEH  /do-nichi-y6-bi/ Saturday and Sunday
[t of 1:MEH Saturday + [H#H Sunday]]s
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The third of the marginal morphological structures is [A(D*)]+
[B(D*)]+[CD] (0.1%), where (D¥) is omitted from both an [A(D*)] and a
[B(D*)] 2KCW and the resultant A and B morphemes are inserted at the
beginning of a CD 2KCW. As yet another example of a compound word
formation that involves clipping, this structure also attests to the fact that
the clipping process is a commonplace phenomenon. Itis also essential to
carefully differentiate this [A(D*)]+[B(D*)]+[CD] structure from the pri-
mary 4KCW structure of [AB]+[CD]. Although it may again potentially
appear as if an [AB] 2KCW is being combined with a [CD] 2KCW, cru-
cially, the A and B morphemes that are being inserted before the [CD]
2KCW here do not occur together as a 2KCW. This morphological struc-
ture also depends on the semantic connections between three 2KCWs due
to the D component that is shared by all, as the examples in (21) highlight.

(21) [A(D*]+[B(D*]+[CD] (with both (*D) omitted)
FEfEzed  /riku-kai-ka-gun/ land, sea and air forces
[land + sea + air + troops] [B of [ land forces + i of #gH
navy + [2¢# air force]]
EHEE  /no-rin-gyo-gyo/ agriculture, forestry and fishing
[farm + forest + fish + industry] [2 of &3¢ agriculture + #k of
& forestry + [ fishing industry]]

The fourth of the marginal morphological structures is A+B+C+D
(0.1%), as the concatenation of four morphemes that together constitute
a set of things, with the examples in (22) being prototypical.

(22) A+B+C+D
HEMA  /shun-ka-sha-td/ four seasons
[spring + summer + autumn + winter]
REH  /ki-do-ai-raku/ buman emotions
[joy + anger + grief + pleasure]

iy

The fifth of the marginal morphological structures is phonological
transcription (247T%) (0.1%). As explained earlier for the 3KCWs struc-
tures, there are also 4KCWs where the kanji are being used convention-
ally to represent the word’s syllables, as in (23).

(23) Phonological transcriptions (4 T%)

WAZE  /me-cha-me-cha/ disorderly, absurd; excessive
[destroy + tea + destroy + tea]

HURPE  /mu-ri-ya-ri/ forcibly; against one’s will
[nothing + reason + arrow + reason]

The sixth of the marginal morphological structures for 4KCWs is
[AB]+C+D (0.0%), where C and D morphemes are being attached to an
[AB] 2KCW. This structure should also be distinguished from the pri-
mary morphological structure of [AB]+[CD], because, as with the A and
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B morphemes inserted before a CD 2KCW in the [A(D*)]+[B(D*)]+[CD]
structure, the C and D morphemes that are attached to form [AB]+C+D
structures do not occur together as an independent 2KCW. The AB com-
ponents of the 4KCWs that conform to this structure are number kanji
and the C morpheme is {& /ka/ counter for articles, as the examples in (24).

(24) [AB]+C+D

Tf&H  /ju-ni-ka-getsu/ 12 month (period)
[[ten + two] + counter + month]

—f&HE  /ja-ichi-ka-koku/ 11 countries
[[ten + one] + counter + country]

The seventh of the marginal morphological structures is monomor-
phemic words (F4F#l) (0.0%). Again, in contrast to phonological tran-
scriptions, although there is usually no phonological correspondence
between the elements of the graphematic representation and the com-
pound word pronunciation, the meanings of the component kanji usu-
ally relate to the word’s overall meaning, which is the case with the ex-
ample in (25).

(25) Monomorphemic words (B

FOESLE  /haitoko/ second cousin
[again + accompany + elder brother + younger brother]

The eighth and final of the marginal morphological structures for
4KCWs is [A(D*)]+[BCD] (0.0%), where the D-component of an AD
2KCW is omitted and inserted at the beginning of an BCD 3KCW. It
is also important to distinguish this structure from both the secondary
structure of A+[BCD] and from the second of the more marginal struc-
tures of [A(CD)*]+[BCD] with the (CD) element of the A(CD) 3KCW
omitted. As with the second of the marginal structures, the distinc-
tion is well motivated based on the semantic connection between the
D-component of the [A(D)*] 2KCW and the D component of the [BCD]
3KCW, as the example in (26) illustrate.

(26) [A(D¥]+[BCD] (with (*D) omitted)

PEBIARL  /san-fu-jin-ka/ maternity and gynaecology
[ of FER} obstetrics + [l AR} gynaecology]]

5. Concluding Remarks

This paper has outlined the construction of two new databases of
3KCWs and 4KCWs, as key components for a larger database project
concerned with Japanese lexical properties (Joyce, Hodo§éek, and Ma-
suda, 2017; Joyce, Masuda, and Ogawa, 2014). More specifically, this pa-
per has focused on describing the results of analysing the extracted data-
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base lists according to the morphological structures that underlie the
3KCWs and 4KCWs, respectively. The results provide tangible quanti-
tative indications of the degrees to which the dominant morphological
structures differ for 3KCWs and 4KCWs (Kageyama and Saito, 2016;
Kobayashi, Yamashita, and Kageyama, 2016; Shibatani, 1990; Tama-
mura, 1984; 1985).

In the case of the 3KCW database, although eight structures were
identified in total, the analysis results clearly show that just two mor-
phological structures underlie the vast majority (98.4%) of the 23,046
3KCWs. Moreover, although both structures involve adding a mor-
pheme to an existing 2KCW, the results also reveal a striking preference
for attaching an morpheme to the end of an existing 2KCW, such that
the primary morphological structure of [AB]+C accounts for 77.1% of
the 3KCWs. In comparison, the secondary structure of A+[BC], where
the additional morpheme is added to the beginning of a 2KCW, only ac-
counts for 21.3% of the 3KCWs. In sharp contrast to the results for the
3KCWs, in the case of the 4KCW database, although 11 structures were
identified in total, the analysis results indicate that the dominant mor-
phological structure of 4KCWs is overwhelmingly [AB]+[CD], where
two 2KCWs are combined by compounding processes, and which ac-
count for 85.3% of the 23,159 4KCWs. Notwithstanding the pervasive
nature of the primary structure, still, a considerable number of 4KCWs
are formed by adding a morpheme to an existing 3KCW, where a marked
preference for attachment to the end of compound words is also ob-
served. Thus, at much reduced proportions compared to 3KCWs, for
4KCWs, the secondary structure is [ABC]+D, which accounts for 12.1%,
and the tertiary structure is A+[BCD], which accounts for 1.9%.

Taken together, the results of analyzing the morphological structures
of both database lists unquestionably underscore the immense signifi-
cance of 2KCWs within the Japanese lexicon, not only as words in their
own right, but as the component elements of longer compound words
(Joyce, 2011; Joyce, Hodos¢ek, and Masuda, 2017; Joyce, Masuda, and
Ogawa, 2014; Kobayashi, Yamashita, and Kageyama, 2016; Nomura, 1975;
1988). Overall, these findings are entirely consistent with the morpho-
graphic nature of kanji (Joyce, 2011; Kobayashi, Yamashita, and Kageyama,
2016) because they vividly highlight how the concatenation of kanji in
graphematically representing the vast majority of Japanese compound
words is primarily the province of the morphological processes that un-
derlie the formation of Japanese compound words. That is, while there
are undeniably a limited number of exceptions, such as the non-divisible,
phonological transcription and monomorphemic structures, the surface
graphematic forms of most Japanese compound words conform to the
morphographic principle (Joyce, 2011). However, kanji are associated
with both NJ and S] morphemes, many with multiple NJ and SJ allo-
morphs, and the status of those morphemes—as either free, bound or
affixes—is often context-dependent. Accordingly, the present analyses
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of the rich morphological structures of Japanese compound words can
potentially further elucidate the intricate nature of the morphographic
principlein the case of the JWS;a topic thatundoubtedly warrants greater
attention from the perspective of writing systems research.

As indicated earlier, the task of analyzing the morphological struc-
tures of 3KCWs and 4KCWs has been greatly facilitated by the fact that,
in fundamentally conforming to the morphographic principle, their
structures are generally highly transparent. However, as also acknowl-
edged, reflecting the productive nature of SJ] morphemes, some com-
pound words are conceivably open to alternative interpretations, such
as kE3EH agricultural worker. Accordingly, even though the most plausible
interpretation of f£3£# is to regard it as an example of the [AB]+C struc-
ture, we are also planning to conduct studies to obtain native-speaker
rankings related to the psychological validity and credibility of the mor-
phological structures. Such studies will also investigate the extent to
which semantic shifts in the meanings of compound words might influ-
ence native-speaker interpretations of their morphological structures.
For instance, although the meanings of the constituent morphemes are
clear and the morphological structure of ##### /shin-kan-sen/ [new +
[trunk + line]] is unquestionably A+[BC], the compound word’s contem-
porary meaning of bullet train represents a substantial semantic shift.

Moreover, the conducted analyses of the morphological structures of
both 3KCWs and 4KCWs are essential for preparing to conduct various
visual word recognition experiments to further investigate Kobayashi et
al.’s (2016, p. 129) claims that kanji facilitate meaning comprehension,
which have significant implications for the organization of morphologi-
cal information within the mental lexicon. Joyce (2002; 2004) and Ma-
suda and Joyce (2018) have already conducted a series of psycholinguis-
tic experiments that have employed the constituent-priming paradigm
to examine lexical-decision task responses to 2KCWs. As those studies
have generally observed robust patterns of facilitated reaction times due
to the prior presentation of the constituent kanji, across a variety of con-
ditions, including very brief stimulus onset asynchrony intervals, the nat-
ural next steps are to extend this experimental approach to investigate the
recognition processes of 3KCWs and 4KCWs. To that aim, the analyses
of their morphological structures will be invaluable in terms of designing
various experimental conditions and selecting suitable stimuli.

As already noted, these 3KCW and 4KCW databases have been com-
piled as new components of a larger database project concerned with
various Japanese lexical properties (Joyce, Hodos¢ek, and Masuda, 2017;
Joyce, Masuda, and Ogawa, 2014; Masuda and Joyce, 2005; Masuda,
Joyce, et al., 2014). In being extracted from Joyce, Hodos¢ek, and
Nishina (2012) CWLs, which were, in turn, extracted from the BCCJW,
both database lists have automatically inherited a number of valuable
data-fields, such as word class, lexical strata, token frequencies of lemma
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and orthographic base forms and pronunciation(s). In addition to those
inherited data-fields, naturally, the work of analysing the morphological
structures has itself generated a number of additional fields beyond just
assigning a structure category, such as identifying all possible graphe-
matic overlaps and counts related to morphological family sizes. These
will all be checked as the work of integrating these new database com-
ponents within the larger database progresses and as further database
components are developed in the future, such as the planned analyses
of the morphological structures of five-kanji compound words.’® Thus,
the present analyses of the morphological structures of both 3KCWs
and 4KCWs represent a significance contribution to the larger database
project of mapping out various Japanese lexical properties.

References

Agency for Cultural Affairs [3{tJT] (2010). “H Hi#7& [Joyo kanji list].”
In: URL: http: //kokugo . bunka . go . jp/kokugo _nihongo/ joho/kijun/
naikaku/pdf/joyokanjihyo_20101130.pdf.

Backhouse, A.E. (1984). “Aspects of the graphological structure of Japan-
ese.” In: Visible Language 18.3, pp. 219—228.

Igarashi, Yuko (2007). “The changing role of katakana in the Japanese
writing system: Processing and pedagogical dimensions for native
speakers and foreign learners.” PhD thesis. University of Victoria,
British Columbia, Canada.

Joyce, Terry (2002). “Constituent-morpheme priming: Implications
from the morphology of two-kanji compound words.” In: Japanese Psy-
chological Research 44, pp. 79—-90.

(2004). “Modeling the Japanese mental lexicon: Morpholog-
ical, orthographic and phonological considerations.” In: ddvances in
Psychological Research: Volume. Ed. by S.P. Shohov. Vol. 31. Hauppauge,
NY: Nova Science, pp. 27-61.

(2011). “The significance of the morphographic principle for
the classification of writing-systems.” In: Written Language & Literacy
14.1, pp. 58-81.

Joyce, Terry, Bor Hodos¢ek, and Hisashi Masuda (2017). “Constructing
an ontology and database of Japanese lexical properties: Handling the
orthographic complexity.” In: Written Language & Literacy 20.1, pp. 27—
51.

18. Although longer Japanese compound words are frequently attested, as
Kobayashi, Yamashita, and Kageyama (2016, pp. 114-115) observe, as longer com-
pound words invariably involve recursive combinations of existing shorter compound
words. Thus, the returns from analyzing beyond five-kanji compound words are likely
to be rather limited.



Constructing Databases of Japanese 3- and 4-Kanji Compound Words 617

Joyce, Terry, Bor Hodos¢ek, and Kikuko Nishina (2012). “Orthographic
representation and variation within the Japanese writing system:
Some corpus-based observations.” In: Written Language & Literacy 15.2,
pp- 254-278.

Joyce, Terry and Hisashi Masuda (2018). “Introduction to the multi-
script Japanese writing system and word processing.” In: Writing sys-
tems, reading processes, and cross-linguistic influences: Reflections from the Chinese,
Japanese and Korean languages. Ed. by Hye Pae. Vol. 7. Bilingual Process-
ing and Acquisition. Amsterdam: John Benjamins, pp. 179-199.

(2019). “On the notions of graphematic representation and or-
thography from the perspective of the Japanese writing system.” In:
Written Language & Literacy 22.2, pp. 248-280.

Joyce, Terry, Hisashi Masuda, and Taeko Ogawa (2014). “Joy0 kanji as
core building blocks of the Japanese writing system: Some observa-
tions from database construction.” In: Written Language & Literacy 17.2,
pp- 173-194.

Kageyama, Taro and Michiaki Saito (2016). “Vocabulary strata and word
formation processes.” In: Handbook of Japanese lexicon and word forma-
tion. Ed. by Taro Kageyama and Hideki Kishimoto. Vol. 3. Hand-
books of Japanese Language and Linguistics. Boston, Berlin: Walter
de Gruyter, pp. 11-50.

Kess, Joseph F. and Tadao Miyamoto (1999). The Japanese mental lexicon:
Psycholinguistics studies of kana and kanji processing. Amsterdam: John Ben-
jamins.

Kobayashi, Hideki, Kiyo Yamashita, and Taro Kageyama (2016). “Sino-
Japanese words.” In: Handbook of Japanese lexicon and word formation.
Ed. by Taro Kageyama and Hideki Kishimoto. Vol. 3. Handbooks
of Japanese Language and Linguistics. Boston, Berlin: Walter de
Gruyter, pp. 93—-131.

Konno, Shinji [ ] (2013). IEFILEDRWHAGE [The Japanese language
lacks orthography]. Wit [Tokyo]: i #)E [Iwanami Shoten].

Lurie, David B. (2012). “The development of writing in Japan.” In: The
shape of script: How and why writing systems change. Ed. by S.D. Houston.
Santa Fe, NM: School for Advanced Research Press, pp. 159—-185.

Maekawa, Kikuo et al. (2013). “Balanced corpus of contemporary written
Japanese.” In: Language Resources and Evaluation, pp. 1-27.

Masuda, Hisashi and Terry Joyce (2005). “A database of two-kanji com-
pound words featuring morphological family, morphological struc-
ture, and semantic category data.” In: Corpus Studies on Japanese Kanji.
Ed. by Katsuo Tamaoka. Vol. 10. Glottometrics. Tokyo, Japan: Hituzi
Syobo, Liidenschied, Germany: RAM-Verlag, pp. 30—44.

(2018). “Constituent-priming investigations of the morpho-
logical activation of Japanese compound words.” In: Writing systems,
reading processes, and cross-linguistic influences: Reflections from the Chinese,



618 Terry Joyce & Hisashi Masuda

Japanese and Korean languages. Ed. by Hye Pae. Amsterdam: John Ben-
jamins, pp. 221-244.

Masuda, Hisashi and Terry Joyce (2019). “A database of three-kanji com-
pound words in Japanese, with particular focus on their morpholog-
ical structures.” Poster presentation given as the Diversity of writing
systems: Embracing multiple perspectives’, 12th International Workshop on Writ-
ten Language and Literacy, Faculty of Classics, Cambridge University,
UK.

Masuda, Hisashi, Terry Joyce, et al. (2014). “A database of seman-
tic transparency ratings for two-kanji Japanese compound words.”
Poster presentation given at ‘Orthographic Databases and Lexicons’: 9th In-
ternational Workshop on Writing Systems and Literacy, University of Sussex,
Brighton, UK.

Miller, Laura (2011). “Subversive script and novel graphs in Japanese
girls’ culture.” In: Language & Communication 31.1, pp. 16—26.

Nomura, Masaaki [#H#IHERE] (1975). “PU 38 DG [The structure of
four-kanji Sino-Japanese words].” In: & 15 EKEIC K 5 [EEEITSE [Studies
in Computational Linguistics] 7, pp. 36—80.

——(1988). ““FHEE DO K& [The structure of two-kanji Sino-
Japanese words].” In: HAG Y [Japanese Studies] 7.5, pp. 44-55.

Robertson, Wesley C. (2015). “Orthography, foreigners, and fluency: In-
dexicality and script selection in Japanese manga.” In: Japanese Studies
35.2, pp. 205-222.

———(2017). “He’s more katakana than kanji: Indexing identity
and self-presentation through script selection in Japanese manga
(comics).” In: Journal of Sociolinguistics 21.4, pp. 497-520.

Shibatani, Masayoshi (1990). The Languages of Japan. Cambridge, UK:
Cambridge University Press.

Shinmura, Izuru [FiftH], ed. (1995). JAE&ES1 [Japanese dictionary]. 5th ed. H
5L [Tokyo]: )G [Iwanami Shoten].

———ed. (2008). JL&E5l [Japanese dictionary]. 6th ed. Bt [Tokyo]: ¥
15 [Iwanami Shoten].

Smith, Janet S. (Shibamoto) (1996). “Japanese writing.” In: The world’s
writing systems. Ed. by Peter T. Daniels and William Bright. New York:
Oxford University Press, pp. 209-217.

Smith, Janet S. (Shibamoto) and David L. Schmidt (1996). “Variability
in written Japanese: Towards a sociolinguistics of script choice.” In:
Visible Language 30.1, pp. 47—71.

Tamamura, Fumio [ EACEE] (1984). HARGEA B IFESEE12: GEREOWIIE L
BB (L) [Japanese language education reference guides 12: Lexical research and
education 1]]. Wit [Tokyo]: KiK& HIE [Ookurashou Insatsukyoku].

——— (1985). HAGREEFIFES L H13: ik DML L BT (1) [Japanese
language education reference guides 13: Lexical research and education 2]]. B3t
[Tokyo]: KiE& IR [Ookurashou Insatsukyoku].



Constructing Databases of Japanese 3- and 4-Kanji Compound Words 619

Taylor, Insup and M. Martin Taylor (2014). Writing and literacy in Chinese,
Korean and Japanese. Vol. 14. Studies in Written Language and Literacy.
Amsterdam: John Benjamins.

Tranter, Nicolas (2008). “Nonconventional script choice in Japan.” In:
International Journal of the Sociology of Language 192, pp. 133—151.






A Modular Theoretic Approach
to the Japanese Writing System:
Possibilities and Challenges

Keisuke Honda

Abstract. The Modular Theory of Writing Systems (MT) provides a three-
module model of the correspondence between the elements of a script and the
properties of a language at the level of individual words. Characterised by its
non-derivational linguistic approach, MT has the potential to develop into a
general theory of script-to-language relationship in any type of writing system.
However, it is currently focused on the analysis of modern alphabetic systems,
with little regard for non-alphabetic systems. To examine the theory’s compati-
bility with a typologically wider range of writing systems, the present paper dis-
cusses the functional aspects of the present-day Japanese writing system within
the MT framework. This system offers a good testing ground because it makes
a mixed use of logographic, moraic and alphabetic scripts. The discussion high-
lights the possibilities and challenges of current MT and presents some proposals
to increase its applicability to non-alphabetic systems.

Introduction

Writing allows us to communicate linguistic messages through graphic
representations in a conventional and systematic way (Gelb, 1963,
pp. 11-20; DeFrancis, 1989, pp. 4—6; Coulmas, 2003, pp. 1-17; Rogers,
2005, pp- 2—4; Sampson, 2015, pp. 18—-39; Daniels, 2018, pp. 156—157).
Each writing system enables this function by pairing a particular script
with a specific language according to a unique set of conventions. De-
spite their rich diversity, the world’s writing systems show important
similarities—as well as differences—in the way they relate the elements
of a script to the properties of a language (e.g., Justeson, 1976, pp. 58—
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76). An important task of grapholinguistics, then, is to develop a theo-
retical framework for describing and explaining this relationship in and
across writing systems.’

It is in this context that the present paper focuses on the Modular
Theory of Writing Systems (MT: Neef, 2012; 2015). MT provides a gen-
eral model of script-to-language relationship at the level of individual
words, conceptualised in terms of three modules called language system,
graphematics and systematic orthography (Section 1). This model is built on
two important assumptions that distinguish it from previous models
of writing systems. The first assumption is that every writing system
is constructed on an abstract language system (Neef, 2012, p. 4; 2015,
p- 709). This notion opens the way for a uniform linguistic analysis of
writing systems without viewing them as a surrogate of concrete speech
(cf. Saussure, 1983/1916, p. 45; Bloomfield, 1933, p. 21) or as autonomous
sign systems (cf. Vachek, 1973, pp. 14—17; Harris, 1995, pp. 56—63). The
second assumption is that such a linguistically based analysis of writing
systems should be based on declarative descriptions of the underlying
language systems (Neef, 2015, p. 709). This paradigm accounts for prop-
erties of linguistic structure in terms of well-formedness conditions ap-
plicable to a single level of representation, instead of derivational rules
converting one level of representation into another (cf. Chomsky and
Halle, 1968, p. 49; Chomsky, 1970, pp. 287—-294; Sproat, 2000, pp. 18—
19). With this non-derivational linguistic approach, MT has the poten-
tial to expand into a general theory of how words are written in different
writing systems (Section 1.3).

Crucially, however, the current MT model has a fairly limited scope
of application. It draws almost entirely on observations of modern
alphabetic systems like German and English, where characters and
character combinations relate primarily to individual vowels and con-
sonants.”> In other words, MT makes virtually no mention of non-
alphabetic systems, which may be either phonographic or highly lo-

1. Neef (2015, p. 711) defines grapholinguistics as “[t]he linguistic sub discipline
dealing with the scientific study of all aspects of written language”. Similarly, Har-
alambous (2020, p. 12), states that this field of research “aims to study aspects of
language that are particular to its written representation, at all levels of linguistics”.
As is evident from the title of the present volume and its preceding conference, the
term ‘grapholinguistics’ is becoming increasingly accepted as an alternative to other
terms such as ‘grammatology’, ‘graphology’, ‘graphemics’, ‘graphonomy’ and ‘writing
systems research’. See Daniels (2018, pp. 4—5) for an overview of the various desig-
nations given to the study of writing, writing systems and written language.

2. The present paper uses ‘alphabetic’ to refer to any writing system based on both
vocalic and consonantal segments. Some might prefer ‘segmental’, which appears to
specify the type of underlying phonological unit. However, this alternative term is
too broad because it covers all subtypes of segment-based systems without reference
to the presence or absence of vocalic signs or the spatial arrangement of segmental
signs (e.g., compare the writing systems of Finnish, Arabic, Hindi and Korean; for
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gographic in nature (Section 1.2). This is a major drawback given the
prevalence of such systems throughout the history of writing around the
world. Hence, despite its designation as a “theory of writing systems”
(Neef, 2015, p. 708), MT in its present form is effectively a theory of
alphabetic systems. Therefore, it remains an open question whether it
can actually be expanded into a full-fledged theory of script-to-language
relationship across different types of writing systems.

This paper aims to address the above question through a partial
analysis of the current Japanese writing system. As widely documented,
this system employs a mixture of four main scripts that function as typo-
logically distinct sets of written signs: logographic kanji (%), moraic
biragana ((F%:) and katakana (Frii%:), and alphabetic romaji (0 —< 7))
(e.g., Smith, 1996, pp. 209-213; Sasahara, 2001, pp. 704-705; Honda,
2012, pp. 38-71; Taylor and Taylor, 2014, pp. 271-302). As such, it
serves as a useful test case for examining the adaptability of MT to non-
alphabetic systems. Through a discussion of the main characteristics of
the Japanese writing system, the present paper seeks to highlight the
possibilities and challenges of the current MT model. The discussion
is organised as follows. Section 1 introduces the key concepts of MT.
Section 2 discusses their applicability to the analysis of how the four
scripts are used to write words in Japanese. Section 3 examines the no-
tions of logography and logographic systems assumed in MT. Section 4
summarises the discussion and draws conclusions.

1. Key Concepts of MT

As already mentioned, current MT is essentially a theory of alphabetic
systems, where the elements of a script relate mainly to the segmental
level of phonology. It is built on specific assumptions and claims about
the formal and functional elements of writing systems (Section 1.1),
the distinction between phonographic and logographic systems (Sec-
tion 1.2), and the architecture of alphabetic systems (Section 1.3).

11. Formal and Functional Elements
Every writing system employs a certain number of discrete graphic

marks. Each mark can take a variety of similar but different shapes in
written, printed, or electronically displayed texts. Thus, one can speak

discussions, see Faber, 1992, pp. 118123, and Gnanadesikan, 2017, pp. 19-31). While
a more accurate description would be obtained by adopting a combinatorial term like
‘fully vowelled linear segmentary’ (Gnanadesikan, 2017, p. 28), this option makes it
difficult to refer to all non-alphabetic systems as a single class.
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of a set of abstract forms embodied by a larger set of concrete shapes.
In MT terminology (Neef, 2015, pp. 711-713), script and character respec-
tively denote any such abstract set and each member thereof, whereas
Jfont and glyph denote their concrete counterparts.® This is illustrated by
the lower case Roman script in (1); the pipes | | enclose each character
of the script, and the arrow shows the character’s correspondence to the
glyphs of different fonts on the right side.

(1) Script: Character :: Font : Glyph
la] — a a a, a, a4 @«
b| — b, b b, b 6 4
el — ¢ ¢ ¢ ¢ ¢ o

Izl — z =z z, 7z, 3 p

Importantly, MT views scripts and characters (as well as fonts and
glyphs) as purely formal elements of writing. For a script to function
as a writing system, it must be paired with a particular language in a
systematic way. At the basis of this pairing is a conventional association
between characters or character combinations and different properties
of the language in question. In the English writing system, for example,
characters are associated with phonological units (e.g., |p| — [p]), mor-
phosyntactic units (e.g., |$| — DOLLAR) or syntactic information (e.g., |?|
— ‘interrogative’). Using a dyadic model of signs (Saussure, 1983/1916,
pp.- 99-100), one may speak of written signs, each comprising a character
or character combination as the signifier and a linguistic property or a
piece of linguistic information as the signified.* MT distinguishes four
types of written signs based on their signifieds (Neef, 2015, p. 711). The
present paper assumes this classification with a partly modified termi-
nology as shown below, where the angle brackets <> enclose a written
sign: phonographs correspond to phonological units (2a), logographs to mor-
phosyntactic units (2b), ciphers to numbers (2¢), and punctuation marks to
information about linguistic structure (2d).5

3. As ‘font’ is conventionally associated with typography, ‘hand’ might be a bet-
ter alternative for referring to any set of glyphs used in handwriting (Douglas, 2017,
pp- 5-6).

4. Defined this way, the notion of ‘written sign’ is comparable with the semiotic
reinterpretation of ‘grapheme’ proposed by Meletis (2019, p. 9-10). These and related
concepts and terms require further discussion in the future.

5. Neef (2015, p. 712) uses ‘letters’ and ‘logographs’ to refer to (2a) and (2b), re-
spectively. This paper adopts ‘phonographs’ for the first class instead, as ‘letters’ are
conventionally restricted to the signs of phonological segments employed in alpha-
betic and consonantal systems (Sampson, 2015, pp. 10-11). Besides, for both (2a) and
(2b), the -graph ending is preferred over the original -gram ending because only the
former can be used in their derived forms (e.g., phonographic versus *phonogram-
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(2) Written signs

a.  <p> o — [p]

b. <$> |$) — DOLLAR

c. <I> : |1 — ONE

d <> : |?] — ‘interrogative’

Using these notions, MT distinguishes three aspects of writing sys-
tems. The first two belong to the formal aspect, one being concrete (i.e.,
glyphs and fonts) and the other being more abstract (i.e., characters and
scripts). The third one is the functional aspect, where graphic signifiers
are linked with linguistic signifieds (i.e., written signs). Each of these
aspects is studied in different subfields of grapholinguistics: fypography
(3a) and grapbetics (3b) are concerned with the formal aspects of writing
systems, and MT with their functional aspects (3c) (Neef, 2015, p. 711).

(3) Subfields of grapholinguistics
a. Typography concerns glyphs and fonts
b. Graphetics concerns characters and scripts
c. MT concerns written signs

1.2. Phonographic and Logographic Systems

MT adopts a traditional distinction of two broad types of writing sys-
tems according to the main type of written signs used therein (Neef,
2015, p. 713). In this scheme, a writing system is described as being
phonographic if the characters principally function as phonographs, or logo-
graphic if they mainly operate as logographs (e.g., Sampson, 2015, pp. 24—
26).°

Phonographic systems are further divided into subtypes according
to the main type of phonological unit represented by the phonographs.
While different studies use different classifications and terminologies,
common labels include full segmental or alphabetic (e.g., English), con-
sonantal or abjad (e.g., Arabic), alphasyllabic or abugida (e.g., Hindi),

mic). It may also be possible to treat ciphers (2¢) as a subclass of logographs be-
cause they are associated with numerals as morphosyntactic units (e.g., ONE) rather
than numerical concepts (e.g., ‘lowest cardinal number’); however, this treatment re-
quires further elaboration because some numerical notation systems operate in no-
tably different ways from glottographic (i.e., language-based) notations (Pettersson,
1996, pp. 798-805; Sproat, 2000, p. 198). The present classification also needs to be
refined to deal with other types of non-glottographic signs such as semantic classifiers
and ideographs attested across writing systems.

6. Some studies use the labels cenemic and pleremic to refer to these types of writing
systems (Haas, 1983, p. 16). For a general overview of writing system typologies, see
Daniels (1996, pp. 8—10) and Joyce and Borgwaldt (2011, pp. 1-6). For discussions, see
Sproat (2000, pp. 132-144), Rogers (2005, pp. 269-279), Sampson (2015, pp. 18—39)
and Joyce (2016, pp. 288-297).
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moraic or core syllabic (e.g., Cherokee), full syllabic (e.g., Modern Yi),
and so on.” Logographic systems, on the other hand, are considered to
have only one subtype, namely morphemic systems employing mainly
morphographs or the signs of individual morphemes (Hill, 1967, p. 93).
This is summarised schematically in (4); the morphemic nature of logo-
graphic systems will be discussed in Section 3.

(4) Phonographic and logographic systems
Writing system

/\

Phonographic Logographic

Alphabetic Consonantal Moraic --- Morphemic

1.3. Three Modules

As already mentioned, the current MT model is primarily concerned
with the script-to-language relationship within words in modern alpha-
betic systems. This relationship is captured at a single level of abstrac-
tion, namely in terms of the correspondence between characters (as op-
posed to glyphs) or character combinations and phonological segments
(as opposed to phones). Regarding the latter, MT’s non-derivational
linguistic approach entails an exclusive focus placed on the surface (as
opposed to underlying) phonological representation. This is shown in
(5), exemplified by the relationship between the written and phonolog-
ical forms of the English word wrifing.

(5) Script-to-language relationship for <writing>
Typography  writing ~AANAA~ Phonetics
MT |writing]  — ['rartin] Surface phonology
/rait+in/ Underlying phonology
WRITE+ing  Morphology

MT assumes three modules to explain this relationship. The first
module is the language system, which provides the foundation for each
writing system to function as a language-based sign system (Neef, 2012,
p- 4; Neef, 2015, pp. 709-711). Adopting the structural and genera-
tive conception of language, MT distinguishes two parts for each lan-
guage system: grammar, which captures the regular aspects of a lan-
guage, and Jlexicon, which covers all irregular properties in the same lan-
guage. More specifically, grammar comprises phonology, morphology,

7. For a recent review and discussion of typologies of phonographic systems, see
Sproat (2000, pp. 131-144), Ratcliffe (2001, pp. 3-6), Buckley (2018, pp. 32—-46) and
Gnanadesikan (2017, pp. 16—30).
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semantics and syntax, whereas lexicon defines morphemes as the arbi-
trary associations of forms and meanings.®

A language system enables another module called grapbematics to pro-
vide possible written representations of individual words in that lan-
guage (Neef, 2012, pp. 4—6; Neef, 2015, pp. 713-714). This second mod-
ule defines all conventional associations between characters or charac-
ter combinations and phonological segments permitted in the writing
system. If the graphematics allows more than one way to represent the
same phonological segment, it generates a set of theoretically possible
spellings for each word containing that segment. In MT terminology,
this set is known as the grapbematic solution space (Neef, 2012, pp. 10-11;
Neef, 2015, p. 716). To illustrate, German [val] denotes several distinct
meanings including ‘whale’, ‘choice’ and different place names (Neef,
2012, pp. 10-11). It is possible to spell this phonological form in a num-
ber of different ways because the German graphematics permits multi-
ple characters and character combinations to represent its constituent
segments (6).

(6) German graphematics for [v], [a], [1]°
a. <wW> \Y% <V> \Y <vh> —
b.<a> VvV <aa> VvV <ah> — [d]
c. <I> voo<ll> v <lh> -

Consequently, there is a large graphematic solution space for each of
the homophonous words. It contains both attested spellings and unat-
tested but theoretically possible spellings (7).

(7) German graphematic solution space for [val]
<wal> <waal> <wahl> <whal> <whaal> <whahl> <walh> ...
<val> <vaal> <vahl> <vhal> <vhaal> <vhahl> <valh>

In actuality, however, different spellings are used by convention to
distinguish between the homophones (8). In MT, this is explained by
the third module called systematic orthography, which prescribes how to
spell individual words correctly within the limitation of the graphematic
solution space (Neef, 2012, pp. 11-13; 2015, pp. 715-718). These con-
straints are ‘systematic’ in the sense that they apply to particular layers

8. MT assumes that a writing system can refer to any part of the grammar and
lexicon of a language. This point is exemplified by the spellings of French [eme]
in different inflections (e.g., <aimer> ‘love-INF’ versus <aimez> ‘love-3.pL’), which
presuppose reference to both the phonological and morphosyntactic aspects of the
forms in question (Neef, 2015, p. 710).

9. Throughout this paper, the disjunction symbol <V> is used to indicate the pres-
ence of multiple items on either side of graphematic correspondence. There can be
two or more characters or character combinations associated with a single linguistic
property, or two or more linguistic properties associated with a single character or
character combination.
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of the vocabulary. For example, an analysis of German spelling justifies
a constraint that <aa> cannot be used to represent [a] (8a,b) except in
foreign proper names (8c,d).

(8) German orthographic forms for [val] homophones
a. <Wal> ‘whale’
b. <Wahl> ‘choice’
c. <Waal> ‘River Waal in the Netherlands’
d. <Vaal> ‘River Vaal in South Africa’

It should be noted that systematic orthography does not always pro-
vide a sole fixed spelling of a given word. For instance, the above con-
straint on the well-formed spelling of [a] in German still leaves <a> (8a)
and <ah> (8b) as two possible representations of the segment. Instead
of using these forms interchangeably, the German writing system has
standardised conventions stipulating which form should be used on a
word-to-word basis (e.g., <a> for [val] ‘whale’ but not for [val] ‘choice’).
MT distinguishes such conventions from systematic orthography and
refers to them as conventional orthography (Neef, 2012, p. 13; 2015, p. 716).

It is also important to add that systematic orthography is charac-
terised as an optional module (Neef, 2015, p. 716). There are two logical
possibilities for an alphabetic system to fully function without this mod-
ule. The first one is that its graphematics implements a strict one-to-one
correspondence between characters and phonological segments.’? The
second one is that the writing system allows more than one characters
to represent a single segment and yet relies entirely on conventional or-
thography to determine the correct spellings of individual words. This
latter possibility is not explicitly discussed in the MT literature and re-
quires further exploration in the future.

To summarise, MT explains the script-to-language relationship in al-
phabetic systems by assuming the three modules described in (9a-c).

(9) Three modules of MT
a. Language system provides a linguistic foundation
b. Graphematics associates characters with segments
c. Systematic orthography optionally decides correct spellings

10. As an example of this possibility, Neef (2015, pp. 714-715) cites the Interna-
tional Phonetic Alphabet (IPA) as used for transcribing English. While the IPA can
be aptly characterised as a phonologically based alphabetic system (e.g., Coulmas,
2003, pp. 28-33), it is a purpose-built ‘technography’ as opposed to naturally devel-
oped ‘orthography’ (Mountford, 1996, pp. 627-629). It is open to question whether
writing systems belonging to such different categories can be compared on the same
level.
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2. Japanese Writing System

Using the key concepts of MT outlined above, this section examines
their compatibility with the analysis of the current Japanese writing
system. After a brief outline of the underlying language system (Sec-
tion 2.1), a partial analysis of the writing system is developed in the light
of the notions of graphematics (Section 2.2) and systematic orthography
(Section 2.3).

2.1. Language System

Starting with segmental phonology, there has never been a general con-
sensus on how to phonemicise the sounds of modern Japanese. How-
ever, assuming the non-derivational linguistic approach of MT, it is pos-
sible to make some meaningful generalisations about the sound system
at the surface phonological level (based on Vance, 2008, pp. 53-112, 225—
232; Labrune, 2012, pp. 25-101, 132-141; Saitd, 2013, pp. 84-96). With
regard to vowels, Japanese has five contrastive sounds (10a), each also
contrasting with a quantitatively longer counterpart (10b). As for con-
sonants, there are some twenty plain contrastive sounds (10c). Among
these, [N] occurs only syllable-finally and is in complementary distri-
bution with [m], [n] and other nasal sounds in that position (e.g., [aN],
[am.ma], [an.na]). Some consonants have palatalised counterparts (10d),
which are not allowed before [e], allophonic before [i], and contrastive
before [a o w].'! Each voiceless obstruent consonant, except for the non-
sibilant [ ¢ h], contrasts with a quantitatively longer counterpart (10e),
which occurs only ambisyllabically (e.g., [ap:a] = [ap .pa]).

(10) Japanese sound system
a. [ieaow]

[iz er ar or wiz]

[pbtdkgdscchtsdztcd mnNrjw]

[p] bi ki gj mjp o]

[pr p'z tr kr Kz st g1 tst ter]

o0 T

Moving on to prosodic phonology (based on Vance, 2008, pp. 115—
126, 225-232; Labrune, 2012, pp. 142-161; Saito, 2013, pp. 97-103, 113-
116), the above segments are organised into maximally (C;)V(C;) syl-
lables (11a-d). The C; is either [N] (11c) or an ambisyllabic long con-
sonant occupying the coda position (11d). Japanese is a mora-timed
and weight-by-position language (Hayes, 1989, pp. 258-260), wherein a

11. While palatalised [t} di §/] have a somewhat similar distribution, they are con-
trastive only before [w] in a limited number of loanwords, and are often replaced by
[t dz ¢], respectively (e.g., [twt:ba] ~ [wt:ba] ‘tuba’).
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light (C)V syllable (11a) counts as one mora and a heavy (C)V: or (C)VC
syllable (11b-d) counts as two morae (e.g., Kubozono, 1999, pp. 48-55).
Japanese phonology also has lexical pitch accent, which assigns a steep
pitch fall to some words (11e) but not to others (11f).12

(11) Japanese syllable structure and lexical pitch accent

a. [ka]

b. [ka:]

c. [kan]

d. [kap(:a)]

e. [kaltra] ‘win-PAST.AFF’
f. [kat:a] ‘buy-PAST.AFF’

Turning now to morphology and word formation (based on Shi-
batani, 1990, pp. 215-256; Tsujimura, 2013, pp. 125-157; Nitta et al.,
2010, pp. 73-92, 225-232), Japanese morphemes may be free or bound,
the latter being prefixes, suffixes or enclitics. These morphemes form
both monomorphemic (12a) and polymorphemic words, the latter in-
cluding compounds (12b), derivatives (12c) and inflected items (12d).

(12) Japanese morphology and word formation
a. [wtal!] ‘song’
b. [

c. [owta] ‘HON-song’

d. [wtat:a] ‘sing-PAST.AFF’

witagoe] ‘song+voice’ (= singing voice)

Syntactically (based on Shibatani, 1990, pp. 257-262; Tsujimura,
2013, pp. 229-254), Japanese is characterised as a head-final language.
It has basic subject-object-verb (SOV) word order, with postpositional
particles marking grammatical relations (13).

(13) Japanese syntax

gakwser ga wtal o  wtatia
student NOM song ACC sing-PAST.AFF

‘A student sang a song.’

With respect to the lexicon (based on Shibatani, 1990, pp. 140-157;
Tsujimura, 2013, pp. 229-254; Kageyama and Saito, 2016, pp. 12-29),
Japanese lexical items can be classified into four main groups according
to their etymological origins. These are known as Native Japanese (NJ)
(14a), Sino-Japanese (S]) (14b), Mimetic (14c) and Foreign (14d). The
fifth group of hybrid is also called for because Japanese words include
compounds of morphemes from different sublexicons (14e).

12. This paper uses a downward-pointing arrow to indicate the position of a pitch
fall (Vance, 2008, p. 143).
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(14) Japanese lexicon

a. [kotoba!] ‘word’

b. [go] ‘word’

c. [walido] ‘word’ (< Eng. word)

d. [pelrapera] ‘fluent, chitchatty’

e. [kensakwwalido] ‘search word’ (S] + Foreign)

2.2. Graphematics

As noted above, the current Japanese writing system employs a mix-
ture of multiple scripts, namely logographic kanji, moraic hiragana and
katakana, and alphabetic romaji (Backhouse, 1984, p. 219; Smith, 1996,
p- 214; Joyce, 2011, p. 62; Honda, 2012, pp. 38—39)."> While it is the-
oretically possible to write Japanese entirely in one script or another,
the current norm is to use them all for different purposes in a comple-
mentary manner (15)."* Thus, one may speak of a complex system of
written signs divided into typologically distinct but functionally inter-
linked subparts.

(15) Japanese scripts!®

Name Characters represent Script used to write

Kanji Morphemes(?) Lexical items (SJ & NJ)

Hiragana Morae Affixes & enclitics (NJ)

Katakana Morae Lexical items (Foreign & Mimetic)
Romaji Vowels & consonants Lexical items (Foreign)

Consequently, Japanese is usually written in a multi-script text (16a),
where the characters of different scripts correspond to different prop-
erties of linguistic representation (16b).

13. Japanese braille (Fi'¥ fenji) constitutes a separate tactile writing system, which
has different formal and functional features from the multi-script visual writing sys-
tem under discussion (Unger, 1984, p. 254; Hosokawa, 2001, pp. 652—655).

14. Some might find it impossible to write Japanese solely in the kanji script, as-
suming that they cannot indicate grammatical information. However, this is a viable
option given the historical use of man’yogana (Ji%{k#%4) or phonographically used kanji
characters (e.g., Seeley, 2000, p. 190).

15. Some notes are in order here. Firstly, the question mark has been added after
‘Morphemes’ because of uncertainty surrounding the morphemic or morphographic
nature of kanji (see below and Section 3). Secondly, hiragana and katakana characters
are described as being moraic by some (e.g., Honda, 2012, pp. 72-93) and as core syl-
labic by others (e.g., Buckley, 2018, pp. 38—42). Thirdly, some scholars use ‘arufabetto’
(77 7 X I) to refer to the Roman script and reserves ‘romaji’ for the Romanised
notation of Japanese words (e.g., Satake, 2005, pp. 34—36). Finally, romaji (or aru-
fabetto) characters are commonly used for abbreviations of words across sublexicons
(ibid., p. 36), in which case they exhibit the characteristics of both phonographs and
logographs (Sven Osterkamp and Yannis Haralambous, personal communication).
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(16) Japanese multi-script text
a. HRldu—<7T (Tokyo) 72,
b. to:kior wa roirmadzi de to:kio: da
Tokyo ToP Romaji INs Tokyo cop
‘Tokyo is <Tokyo> in Romaji.’

To account for this fact using the MT model, the present paper
proposes to introduce the notion of structured graphematics. That is, the
graphematic module needs to be divided into submodules, which define
the associations between characters or character combinations and lin-
guistic properties in the respective scripts. This is illustrated in (17),
showing the graphematic rules for each character used in the example
(16) above. The rules are tentative ones for kanji (17a), where it is also
possible to interpret the characters as being associated with morphemes
(e.g., <Hi> — {toz} v {higaci}; Section 3).

(17) Japanese graphematics'®
a. i. <H> — [to:] v [higaci]
ii. <ii> — [Kkio:] v [ke:]

iii. <¥> — [dzi] v [adza]
b. i. <l¥> — [ha] v [wa]
ii. <T> — [de]
iii. <7Z2> — [da]
c. i. <@> - [ro]
ii. <—> —[1]

iii. <¥> — [ma]
d. i <t>—1[t

ii. <06> — [o1]

iii. <k> — [K]

iv. <y>—1[jl

Structured graphematics sufficiently captures both the integrity of
the four scripts and their functional division in the Japanese writing

16. Many-to-one associations between characters and their linguistic properties
are prevalent in the kanji submodule, creating a significant amount of ambiguity in
character decoding (Honda, 2012, pp. 156—-160). Neef and Balestra (2011, pp. 113-129)
use the term graphematic transparency to refer to a similar kind of ambiguity in alpha-
betic systems and propose a way to measure it in German and Italian. Whether their
measurement framework is adaptable to Japanese and other non-alphabetic systems
remains a topic for future research.
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system.!” Importantly, the kind of correspondence rules assumed for al-
phabetic systems can also be used for the non-alphabetic kanji, hiragana
and katakana (17a—c) as well as the alphabetic romaji (17d). Based on
this observation, the present paper suggests that assuming the graphe-
matic module is meaningful for the analysis of typologically different
writing systems.

2.3. Systematic Orthography

As observed in the German examples discussed above (Section 1.3), the
presence of multiple characters representing the same phonological seg-
ment generates a graphematic solution space for words containing that
segment. According to MT, systematic orthography filters all theoreti-
cally possible spellings of a given word and determines the well-formed
spelling. If this still leaves more than one spellings, conventional or-
thography decides the correct one on a word-to-word basis.

Similar examples of many-to-one correspondence can be found in the
graphematic module of the current Japanese writing system. Perhaps
unsurprisingly, it is possible to speak of a graphematic solution space
with respect to the non-alphabetic submodules (18a—c) as well as the al-
phabetic one (18d). Thus, regardless of the type of writing system, hav-
ing multiple ways to represent the same linguistic property necessarily
entails multiple ways to write words containing that property.

(18) Japanese graphematic solution space and orthographic forms!®
a. i <H> v <@l> — [mi]
ii. <H7z> [milta] ‘see-PAST.AFF’
iii. <@lfz> [milta] ‘see-PAST.AFF’
b. i. <>V <ZE> - [o]
ii. <M¥F> [kao] ‘face’
iii. <A7%> [kao] ‘mosquito acc’
c. i. <—>V <I> — [:] immediately after (C)e

17. The same notion may also be used to account for other writing systems. Al-
though the mixed use of multiple scripts is a distinctive characteristic of Japanese,
variants of multi-script writing are also found in many writing systems of the world.
For example, English employs not only the Roman script but also sets of logographs,
ciphers and punctuation marks (see the examples in (2a—d) above). While it is pos-
sible to characterise the former as the script of primary importance and the latter
of secondary importance, further discussion is needed to establish criteria for such a
distinction.

18. In each set of examples presented here, the first line shows two characters or
character combinations (separated by the disjunction symbol) that correspond to a
single phonological form. The second line presents an example written word con-
taining the more frequent representation of the form in question. The third line gives
another example with a less frequent representation.
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ii. </SL—> [balre:] ‘volleyball’
iii. <S> [balre:] ‘ballet’
d. i. <i>V<ii> — [iz]
ii. <Ida> [i‘:da] ‘Polish personal name’
iii. <Iida> [i‘:da] ‘Japanese city name’

Crucially, however, it is difficult to find evidence for a systematic or-
thography in the Japanese writing system. To illustrate with the kanji
examples above, there is no reason to believe that the items in (18a.ii)
and (18a.iii) are separate words belonging to different layers of the
Japanese vocabulary. In other words, the choice between the two kanji
characters is only explicable in terms of conventional rather than sys-
tematic orthography. Regarding the hiragana examples in (18b.ii) and
(18b.iii), it is conventional to use <¥> for [0] in any word and <% > for
the accusative particle with the same phonological form.!” The katakana
examples in (18c.ii) and (18c.iii) show the default use of <—> for rep-
resenting [:] and the exceptional word-specific use of <T.> for vowel
length in the second syllable.’® The Romaji examples in (18d.ii) and
(18d.iii) show proper nouns written in the common Hebonshiki roman-
isation system; whereas the first character in the former can go with or
without the macron (i.e., either <Ida> or <Ida>), the double-character
spelling in the latter seems to be the norm for writing the city name (i.e.,
<Iida> but neither *<Ida> nor *<Ida>).%!

Nevertheless, it may still be possible to argue for the presence of a
systematic orthography in Japanese. It will be recalled that there is a
functional division between the four scripts employed in the writing
system. This is loosely defined by a set of orthographic guidelines pro-
mulgated by the Japanese Cabinet, and is implemented more or less sys-
tematically in administration, education and publication. At the same

19. While the current norm is to write the former in kanji # and the latter in kanji
and hiragana {7z, it is possible to write them entirely in hiragana as shown here (see
Section 2.2 above and the discussion below for the fungible use of scripts in Japan-
ese). Historically, <¥> and <% > were used to represent [0o] and [wo], respectively.
After the loss of syllable-initial [w] before [0 i €] in around 1000 ckE (Frellesvig, 2010,
pp- 206—-207), both characters correspond to [0]. The conventional use of <%Z> for
the accusative particle was codified in the first official guidelines for hiragana orthog-
raphy promulgated by the Japanese Cabinet in 1946 (B2 DM\ Gendai Kanazukai
‘Modern Kana Usage’). The same convention is stipulated by the current version up-
dated in 1986 (Bif{{i#4iE\V> Gendai Kanazukai ‘Modern Kana Usage’).

20. The same syllable is usually written as <L —> as exemplified by <L —¥—>
[celidzar] ‘laser’ and <¥ L —> [dzi!re:] ‘gilet’. Nothing suggests a systematically dif-
ferentiated representation of [e:] in loanwords based on the source language (e.g.,
English versus French).

21. The English version of the official website of Iida City in Nagano Prefecture
consistently uses this spelling (https://www.city.iida.lg.jp/).
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time, it is also a common practice to use different scripts interchange-
ably to write the same lexical item for various purposes (Joyce and Ma-
suda, 2019, pp. 255—-274). Taking these facts together, one may speak of
a variant of systematic orthography that permits, rather than prohibits,
the fungible use of scripts in this writing system. Further research is
needed to elaborate on the systematicity and flexibility of orthographic
conventions in Japanese and other writing systems.

3. Logography and Logographic Systems

While MT says very little about non-alphabetic systems, it makes the
following remark concerning logography and logographic systems:

Logographic writing systems differ from phonographic writing systems
in that their basic units are logograms, [...], i.e., functional classes that corre-
spond to words or morphemes. (Neef, 2015, p. 713).

As previously mentioned, this statement reflects the traditional clas-
sification of writing systems into two broad types according to the pri-
mary type of written signs (Section 1.2). In the literature, however,
there is an ongoing debate over the validity of this dichotomous divi-
sion. Some studies view all writing systems as being primarily phono-
graphic, even if they may also employ a smaller or larger number of
logographs (e.g., DeFrancis, 1989, pp. 56—64). Some others agree on
the primary importance of phonographs but maintain that logographs
also play an important role in virtually all writing systems (e.g., Sproat,
2000, pp. 139-143). Yet another group of studies reject the primacy
of phonography and classify all writing systems into the phonographic
type and the morphographic type (e.g., Joyce, 2011, pp. 63-72).*2 With
respect to MT, the disagreement over the dichotomy between phono-
graphic and logographic systems calls into question the position of lo-
gography in its theoretical framework.

To address the above question, it would be meaningful to take a closer
look at the graphematic aspects of Japanese kanji, which are widely re-
garded as the prime example of logography (e.g., Sampson, 2015, p. 208;
Sproat, 2000, p. 154). One notable feature of this submodule is that
characters and character combinations correspond to meaning-carrying
phonological forms in many words. For instance, <%&> represents [ali],

22. Whereas ‘logographic / logography’ implies the use of mono- and polymor-
phemic word signs, ‘morphographic / morphography’ suggests that the writing sys-
tem in question primarily employs the signs of free and bound morphemes (Joyce,
2011, pp. 69-70). This latter term is becoming increasingly accepted as an alterna-
tive to the more traditional ‘morphemic’ label (Rogers, 2005, pp. 14—-15; cf. Hill, 1967,
p- 93).
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which can form a morphologically simplex word (19a) or an element of
complex words (19b,c). A comparison of these and other related words
reveals that this phonological form is associated with the meaning ‘love’.
Because the sound-meaning unit is not analysable into smaller parts, it
can be regarded as a morpheme or the minimal meaningful unit in a
language. Through a similar analysis, one can say that kanji characters
represent morphemes in a large number of kanji-written words (Joyce,
2011, p. 71). This observation appears to support the notion that logo-
graphic systems are essentially morphemic and hence ‘morphographic’
in nature (Section 1.2).

(19) Morphographic kanji
a. <> [ali] ‘love’
b. <Z%> [aidzo:] love+emotion’ (= affection)
c. <Z%> [reNai] ‘yearning+love’ (= romance)

However, it is also important to note that kanji characters do not
always represent morphemes. For one thing, they may correspond to
phonological forms carrying no discernible meaning. For example, <[>
is only used in the word shown in (20a), where it corresponds to [he:].??
Although this phonological form historically denoted ‘a flight of steps
in a palace’, such a meaning is synchronically unidentifiable because the
character’s idiosyncratic usage makes a comparative analysis impossi-
ble. A similar description holds for <fit> (20b) as well as for <> and
<> (20c¢).* It is difficult, if not at all impossible, to say that these

23. The largest Japanese dictionary Nibon Kokugo Daijiten (Kitahara et al., 2000) in-
cludes two more headwords containing this character, namely <[#%> [he:geki] ‘im-
perial guard’ and <#f¥> [$uw:he:] ‘flight of steps in a palace’. However, they are
extremely infrequent in contemporary Japanese, and no instance of either item is
found in the 100-million word Balanced Corpus of Contemporary Written Japanese
(BCCWTJ: https://pj.ninjal.ac.jp/corpus_center/bcewj/en/).

24. A related example can be found in <#j%> [bwdo:] ‘grape’. Historically, the
two constituent characters were invented for the specific purpose of writing the di-
syllabic monomorphemic word in Chinese. Kanji-written words of this kind can be
found in both Chinese and Japanese. A notable feature of these items is the pres-
ence of a shared semantic component or ‘radical’ in both constituent characters (e.g.,
the three-stroke ‘grass’ component in <#j> and <%j>), presumably denoting mor-
phological and semantic unity of the word in question (Sproat, 2000, pp. 148-154).
Cornelia Schindelin has suggested the term radical harmony for this device, in analogy
to ‘vowel harmony’ in phonology (personal communication). In graphematic terms,
there are two possible interpretations of radical harmony. The first interpretation is
that the constituent characters function as word-specific syllabographs correspond-
ing respectively to the first and second syllables (e.g., <#ij> — [bw] + <%j> — [do:]
when used for {BUDO}; Honda, 2019, p. 202). The second possibility is that they form
a digraphic morphograph representing the morpheme in a holistic fashion (e.g., <fi
%j> — {BUDO}; Zev Handel and Gordian Schreiber, personal communication). Fur-
ther discussion is needed to elaborate on this issue.
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characters represent morphemes as minimal meaningful units (Honda,
2019, p. 197).

(20) Non-morphographic kanji
a. <P F> [helika] ‘Majesty’
b. <fEft> [pwkwlci] ‘welfare’
c. <> [alisatsw] ‘greeting’

For another thing, kanji characters may be used phonographically
to write certain words, even if they represent individual morphemes
elsewhere. This rebus-like use, known traditionally as ateji (*4 T¢),
is found in many orthographic kanji-written words (21a). The same
method is also widely used to produce non-orthographic alternatives to
orthographically written words for a more playful stylistic effect (21b).2
In both cases, individual characters correspond to different portions of
the word’s phonological form, with little or no regard to their associated
meanings. When kanji characters are used this way, there is no reason
to assume that they represent individual morphemes (Joyce, 2011, p. 71).

(21) Orthographic and non-orthographic ateji?®

a. i. <> — [de(trw)] ‘go out’
ii. <ff> — [talra] ‘cod’
iii. <H> — [me!] ‘eye’
iv. <{ifiH> [detarame] ‘hogwash’

b. i. <> — [ra] ‘silk gauze’
ii. <> — [bw] ‘military affairs’
iii. <##X> [ralbw] ‘love’ (conventionally, katakana <J7>)

It should also be added that it is not always clear whether individual
kanji characters correspond to morphemes in words with an apparently
complex morphological structure (Vance, 2002, p. 187; Honda, 2019,
pp- 195-197). To give an example, <f#5#> [benkio:] ‘study’ is etymolog-
ically a compound of <> [ben] ‘strive, serve, fill a post, etc.” and <hfi>
[kioz] ‘strength, might, strong person, etc.”.?” From a strictly synchronic
standpoint, however, there is little evidence indicating whether or not

25. Phonographic use of logographs, as well as logographic use of phonographs,
is widely attested across writing systems; see descriptions of individual systems in
Daniels and Bright (1996) and Kono, Chino, and Nishida (2001). This point calls into
question the validity of the traditional dichotomy between phonography and logog-
raphy or morphography (Osterkamp and Schreiber, 2021; cf. Handel, 2020).

26. The characters <> (21a.i), <H> (21a.iii) and <> (21b.ii) are also associated
with other sound-meaning units, which are omitted here for clarity.

27. In this word, the uvular nasal [N] is phonetically realised as the velar nasal [g]
due to anticipatory assimilation of place of articulation. This detail is omitted in the
surface phonological transcription adopted in this paper.
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the same word retains such compositionality in present-day Japanese.
The same can be said for many kanji-written words, both common and
uncommon. This observation allows three possible interpretations for
the constituent characters in such items: separate morphographs (22a),
one polygraphic morphograph (22b) or separate syllabographs with lex-
ically conditioned distributions (22c).

(22) Possible interpretations of <filifi>
a. <> — {ben} + <ifi> — {Kio:}
b. <filiE> — {benkio:}
c. <> — [beN] + <> — [kio:] when used for {beNkio:}

The plausibility of the first interpretation depends on specific as-
sumptions about morphological structure and morphemehood (Joyce,
2011, pp. 69-73). The second interpretation requires a theory of what
count as polygraphs in different types of writing systems, which is still
at an early stage of development (Osterkamp and Schreiber, 2019).28
The third one implies that each constituent character represents the
phonological exponent of the whole or a portion of a morpheme, a claim
that needs further examination (Honda, 2019, pp. 202-203).

With respect to MT, the above observations raise several questions
about its treatment of logography and logographic systems (23).

(23) Questions about logography and logographic systems

a. How should MT conceptualise logography in relation to morphogra-
phy and phonography? Are they mutually exclusive concepts, or do
they have commonalities as well as differences?

b. Isitappropriate for MT to assume the traditional dichotomy between
phonographic and logographic (or morphographic) systems as funda-
mentally different types of writing systems?

c. Does MT need to make reference to morphology as well as phonology
to account for the script-to-language relationship in logographic (or
morphographic) systems?

d. If reference to morphology is necessary, what theories of morpho-
logical structure and morphemehood would be compatible with the
general framework of MT?

28. The term ‘polygraph’ is usually reserved for the multi-character representa-
tion of a single segment or syllable in phonographic systems (e.g., Sproat, 2000, 140,
fn. 2). The Japanese writing system employs a considerable number of jukuji (FAF) or
monomorphemic kanji character combinations, giving rise to the hitherto underex-
plored notion of ‘polygraphic morphographs’ or ‘morphographic polygraphs’ (Honda,
2012, pp. 120-123; Osterkamp and Schreiber, 2019).
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4. Conclusion

This paper has explored the adaptability of MT to the analysis of non-
alphabetic systems through a discussion of the current Japanese writing
system. Using the key concepts of MT, a partial analysis of kanji, hira-
gana, katakana and romaji has been presented to highlight the possibili-
ties and challenges of this theory. A summary of the discussion is given
below (24).

(24) Summary and remaining issues

a. Current MT is essentially a theory of alphabetic systems. However,
with its non-derivational linguistic approach, MT has the potential
for expanding into a general theory of script-to-language relationship
across different types of writing systems.

b. In principle, the theory’s three-module model is adaptable to the
analysis of the Japanese writing system. This suggests that the key
concepts of MT are applicable to non-alphabetic systems.

c. However, some of the basic assumptions about graphematics and sys-
tematic orthography require modification in this context:

i. The notion of structured graphematics should be introduced
to account for the functional division between kanji, hiragana,
katakana and romaji.

ii. Further research is needed to elaborate on the systematicity and
flexibility of orthographic conventions in view of the choice of
characters and the fungible use of scripts in Japanese.

d. Observations on the graphematic aspects of kanji characters call for
further discussion of issues related to logography and logographic
systems.

In conclusion, a MT approach to the Japanese writing system pro-
vides a new perspective on the capability of this theory to account for
the script-to-language relationship in different types of writing systems.
Further research is called for to elaborate and examine the generality
of MT.
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[.evels of Structure
Within Chinese Character Constituents

James Myers

Abstract. 1t is already known that Chinese readers and writers decompose char-
acters into four structural levels: basic components, complex strokes, simple
strokes, and stroke features. These levels parallel word-internal structure in
spoken and signed languages (respectively, morphemes, complex segments, seg-
ments, and segmental features). In this paper I consider evidence for a level
intermediate between basic components and strokes: the stroke group. Like syl-
lables, stroke groups are targeted by stress-like prominence and analyzable in
terms of analogs to onsets, nuclei, and codas. They also seem to compete with
each other for space within a component, as syllables do within morphemes.
Though the analogies between stroke groups and syllables are weaker than the
linguistic analogies for other character levels, the stroke group concept may help
improve our understanding of a hitherto understudied aspect of writing systems:
stroke interactions.

1. Introduction

Myers (2019) is a sober defense of an outrageous idea, the idea that Chi-
nese characters conform to a genuine lexical grammar. In it I argue
that Chinese script has direct analogs to morphemes, affixation, com-
pounding, reduplication, inflectional agreement, idiosyncratic allomor-
phy, regular allomorphy, prosodic structure, stress, stress clash, weight,
distinctive features, and feature spreading. The arguments are backed
up with evidence from quantitative corpus analyses and psycholinguis-
tic experiments, and in general I tried to be cautious in advancing only
those claims that seemed reasonably well-established empirically.

In this paper I take a somewhat more, shall we say, speculative ap-
proach. Namely, while in the book I mused on whether certain types of
stroke groups in Chinese characters are analogous to syllables, I did not
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push the idea. The primary purpose of this paper is to see how far this
idea can go anyway.

Before we begin, I should say that, like Myers (2019), this paper fo-
cuses on traditional characters, but I do occasionally allude to simplified
characters, which have almost exactly the same grammar. I also focus
only on structures and patterns in modern characters that are hypothe-
sized to be mentally active in contemporary readers and writers; despite
its importance to other aspects of character analysis, etymology is thus
irrelevant here.

Chinese characters have long been recognized as having multiple lev-
els of representation. For example, the character in (la) consists of the
complex constituents in (1b-c), synchronically interpretable in terms of
meaning and/or pronunciation. The constituent in (1c), in turn, consists
of the basic components in (1d-e), where that in (le) is not synchroni-
cally interpretable, but appears in other characters like those in (1f). The
component in (le) can be further decomposed into the strokes in (1g),
including simple strokes, like the vertical stroke that forms its left edge,
and complex strokes, like the rotated-L shape that forms the upper right
corners of its two boxlike substructures.

1) & gudn ‘public building’

S shi ‘meal’

F guan ‘government official’

= midn (roof-related semantic marker)

B (synchronically lacking meaning and pronunciation)
FF shi ‘army’ i¥ gidn ‘dispatch’

| 7—71-

S O e M U

As will be reviewed in section 2, all of these levels have been demon-
strated to be mentally active in the minds of modern readers and to have
relatively self-evident analogs to levels in the internal structure of spo-
ken and signed words.

Section 3 then explores the proposed level of stroke groups, which
lies between the levels of components and strokes, and points out sev-
eral similarities they share with syllables. For example, the compo-
nent in (le) above contains two boxes, each composed of more than
one stroke, and joined together rather than being separate components.
Since the lower box in (1e) is larger than the upper one, it is being treated
as a whole by some sort of enlargement process. This process is argued
in Myers (ibid.) to be like stress, making the targeted stroke group anal-
ogous to a stressed syllable. The fact that the box is treated as a whole
is also consistent with how its strokes interact (i.e., are arranged with
respect to each other), and to a large extent, interactions within stroke
groups prove to be analyzable in terms of analogs to syllable-internal
structure like onsets, nuclei, and codas. Moreover, stroke groups seem
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to compete with each for space within components, much as syllables
do within morphemes.

Section 4 ends the paper with some conclusions.

2. Levels of Structure in Chinese Characters

In spoken and signed languages, morphological and phonological struc-
tures each consist of hierarchical levels, though the two types of hier-
archies themselves parallel each other. For example, in the American
English pronunciation of the word in Figure 1, the division between
morphemes does not correspond precisely to that between syllables (o),
because the /t/ is ambisyllabic between the strong (stressed) and weak
(unstressed) syllables, as defined by the metrical foot [SW]r (the moras
reflect segmental duration and syllable weight; see, e.g., Hayes, 1989).
This prosodic structure also causes the /t/, lexically specified with the
feature [-voiced], to be realized as [+voiced] [r].

‘eating’
[ Wil Metrical foot
clr Syllables
\ p p|l \ Moras
/ l 1 | Segments
/ | / Morphemes

FIGURE 1. Autosegmental analysis of an American English word

The goal of this section is to review evidence that Chinese characters
also have a hierarchical structure. Even ancient Chinese linguists recog-
nized that characters are composed of interpretable components, which
in turn are built using a small inventory of strokes, but as shown in sec-
tions 2.1 and 2.2, these levels have more recently also been thought of
as corresponding to morphemes and segments, respectively. In 2.3 I re-
view arguments from Myers (2019) suggesting that both of these levels
also interact with something like the metrical structure of spoken and
signed phonology.
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2.1. Components

The best-studied level of Chinese character structure is the component.
The most transparent of these is the semantic radical, which prototypi-
cally relates to the meaning of the whole character, as illustrated in (2a).
Characters also often have a so-called phonetic component, which hints
at the character’s pronunciation, though most of these are also complex
constituents containing more than one component, as illustrated in (2b).

(2) a. ¥ ban ‘marry’ + ni female’
b. % biin ‘dusk’ X shi (a surname) P 7i‘sun’

All characters can ultimately be decomposed into basic components,
forming an inventory much smaller than that of characters. As estimated
by Hue (2003), educated traditional character readers know over 5,000
characters, and Unicode contains many tens of thousands, but estimates
for the number of basic components in traditional characters ranges only
from around 250 to around 650 (see Myers, 2019, Section 1.2.2.3). The
component inventory cannot be definitively fixed in part because the
character inventory is not fixed, and in part because not all components
are interpretable (see, e.g., Slaménikova, 2018). For example, the char-
acter in (3a) clearly contains the (uninterpreted) component in (3b), but
the rest of the character is not found anywhere else in the traditional char-
acter system; the character in (3c) is the simplified equivalent of (3a).
Chuang and Teng (2009) treat (3a) as an atomic component, whereas Lu,
Chan, Li, and Li (2002), who also cover simplified characters, treat the
bottom portion as a component in its own right; Wikimedia Commons'
instead decomposes it into the components in (3d). For consistency in
this paper, I will pretend that the inventory of 441 traditional character
components proposed by Chuang and Teng (2009) is definitive.

(3) ¥ dan ‘single’

T kdu ‘mouth’

H dan ‘single’ (simplified system)
¥ jid ‘shell’ - yi‘one’

ac o

Like morphemes, character components are the minimal potentially
interpretable units, even if, like morphemes, not all are actually in-
terpretable synchronically, as in English result, resist, consult, consist (see
Aronoff, 1994 for the notion of “morphology by itself”). Also like gen-
uine morphology, character decomposition is often recursive, as illus-
trated above in (2). Such parallels have often been noted (Ladd, 2014;

1. https://commons.wikimedia.org/wiki/Commons:Chinese_characters_
decomposition.
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Feldman and Siok, 1999), but Myers (2019) takes them further, noting,
among other things, that the formal and functional properties of seman-
tic radicals have much in common with those of inflectional affixes, and
that component reduplication, as in the top of (3a), shares formal and
functional properties with its namesake in spoken and signed morphol-
ogy (see also Behr, 2006).

There is copious evidence that readers and writers mentally activate
character components (see Myers, 2019, Chapter 5, for a thorough re-
view). Taft and Zhu (1997), for example, found that characters were rec-
ognized more quickly if they contained higher-frequency components,
even if they were unrelated in meaning and pronunciation to the charac-
ter as a whole; Chen and Cherng (2013) drew related conclusions from
handwriting experiments. Such observations are consistent with cor-
pus modeling. For example, Li and Zhou (2007) showed that characters
share components to the precise degree that one would expect if charac-
ters were generated from components via a general grammar rather than
via exemplar-driven analogy (see also Fujiwara, Suzuki, and Morioka,
2004; Haralambous, 2013).

One particular sort of corpus-based generalization will prove partic-
ularly relevant to the present study, since it was first observed in sylla-
bles and other phonological units: Menzerath’s law (Menzerath, 1954),
also called the Menzerath-Altmann law (Altmann, 1980). Informally,
this law states that the more constituents within a constituent at the
next-higher level (e.g., syllables within a morpheme), the simpler they
tend to be. In other words, the lower-level units compete for space
within the higher-level unit.

This law applies to character components as well. As shown for
Japanese Kanji by Priin (1994), and for simplified Chinese characters
by Bohn (1998), the more components a character has, the fewer their
mean number of strokes; independently, Chen and Liu (2019) showed
that this generalization also holds for components in a multi-character
word (probably, I speculate, because longer Chinese words tend to be
transliterations of foreign borrowings, which tend to reuse the same
small set of relatively simple characters).

Formally, Menzerath’s law is an inverse power law, as in the sim-
plified version in (4) given in Prin (1994, p. 149), whereby the mean
size or complexity y of the lower-level constituents is correlated (in-
versely, given the negative ) with the complexity of the upper-level
constituent x (in terms of the number of lower-level constituents), non-
linearly, so that the difference in constituent size for one versus two
constituents is larger than that between two versus three, and so on.

(4) y=axt, b<O

As Priin (ibid.), Bohn (1998), Chen and Liu (2019) have all noted, the
fact that the law applies to character components suggests that they rep-
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resent a genuine level of description. It thus provides a tool for testing
for the potential psychological reality of character levels even without
running a psycholinguistic experiment.

2.2. Strokes

All writing is composed of strokes, that is, marks left via continuous con-
tact between writing instrument and writing surface. Modern Chinese
script has a set of basic linear strokes that can be used in their basic
forms, concatenated with each other (i.e., changing stroke axis without
lifting the writing instrument), and/or slightly modified (via curving
and/or hooking), as shown in (5) (strokes that fit more than one cate-
gory are repeated).

(5) a. Simplestrokes: * — | 2 /X )~ 1 ])
b. Complex strokes: 7L J {47 7L
LLG
c. Curving: X7 ) ) M/ N7 3%
d. Hooking: ) U ML ]/ ~-LT Ly 1L 137

As has often been observed (Wang, 1983; Peng, 2017; Myers, 2019),
strokes are like phonological segments in being basic units that are read-
ily analyzable in terms of distinctive features, as opposed to the multi-
stroke morpheme-like components that they compose. Watt (1980) ob-
served a similar three-level contrast (morpheme = letter, stroke, feature)
in the Roman alphabet.

No matter how Chinese stroke features are formalized, they serve
to encode axis (horizontal, vertical, main diagonal [\], counterdiago-
nal [/]), curving, and hooking. Though strokes are visual marks, they
also require encoding in terms of motoric gestures, much as evidence
for character components comes from both perceptual and production
experiments (see Myers, 2019, Sections 1.3.1.4 and 5.2.1.2, for more on
amodality as a sign of the grammar-like nature of the Chinese character
system). Individual stroke direction is mostly from left and/or top to
right and/or bottom (for reasons that will be discussed in a later sec-
tion). This gives the so-called dot, the simplest of all strokes, its de-
fault direction along the main (falling) diagonal (see first stroke in (5a)
above). Since the counterdiagonal axis cannot be drawn simultaneously
left to right and top to bottom, the Chinese stroke inventory offers two
distinct strokes: that in (6a) is written top to bottom but right to left,
whereas that in (6b) is written from left to right but bottom to top.

(6) K

a

e
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The inventory of complex strokes is limited by the same stroke di-
rection constraints: the axis direction changes at the endpoint (right or
bottom) of the previous portion, as in (7).

(7

oo
mdd
T

Strokes have undoubted psychological reality. Readers and writers
tend to be consciously aware of them because they are explicitly re-
ferred to in lexicographical and pedagogical traditions, but they affect
automatic processing as well: stroke number is routinely taken into ac-
count in reading experiments to control for visual complexity, and there
is some evidence that it matters in writing experiments as well (Wang,
Huang, Zhou, and Cai, 2020).

As demonstrated by Bohn (1998), Menzerath’s law also applies to
strokes, further reconfirming their psychologically real status. Stroke
complexity was quantified on a scale that counted the number of linear
segments and also hooking, so that both strokes in (8a) were given a
score of two, on up to a maximum score of 5 for the stroke in (8b) (four
segments plus a hook). Bohn found that the more strokes there were in
a character component, the lower was the mean stroke complexity, in
accordance with an inverse power function.

(8) a. 7]
b. 7

2.3. The Prosodic Structure of Chinese Characters

Building on research like that sketched above, Myers (2019) argues
that parallel to the traditional hierarchy of strokes building components
building characters, there is also structure analogous with prosody,
specifically metrical feet. In spoken language, metrical feet are sup-
ported by a vast array of data, including perception experiments (Cutler
and Clifton, 1984), production experiments (Levelt, Roelofs, and Meyer,
1999), and corpus analyses (Myers and Tsay, 2015), and there are similar
data from signed languages as well (Crasborn, Kooij, and Ros, 2012).
The notion that written forms have a visual analog to prosody is also
advanced in works like Evertz (2018) for spelling in the Roman alphabet.
However, while the visual prosody of letters is claimed to correlate with
that of the spoken phonemes they represented, the prosody that Myers
(2019) sees in Chinese characters is completely unrelated to any of the
spoken languages written with them, but relates solely to visual form.
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At the heart of the analysis is the prosodic template in (9), realized in
its full form as in (9a) and reduced as in (9b-d). This template places a
single strong (S) position (head) in the bottom and/or right of a charac-
ter or a component, with the remaining positions being weak (W). The
lower right position is emphasized because strokes within a component
and components within a character all tend to be written from left to
right and top to bottom, and final gestures are given greater emphasis,
not just in writing (e.g., in Western handwriting: Wann and Nimmo-
Smith, 1991) but also in speech (Beckman and Edwards, 1990) and sign-
ing (Sandler, 1993).

) a [WWS]
b. [VSV]
c. [WS]
d. [s]

This stress-like prominence is visually obvious in the different sizes
of the reduplicated components in (10), where the larger component
is at the bottom (10a) or right (10b). Note also that component redu-
plication involves doubling, either along one axis (10a-b) or along both
(10c¢), again similar to the prosodically constrained reduplication of spo-
ken language (McCarthy and Prince, 1998) and signed language (Berent
and Dupuis, 2017).

(10) a. & % X%
b,k IE
c. & HiE

This prominence generalization is sometimes clear even when the
components are different, as in (11).
(11) a. * :B~3&
b. v :FH~&

Myers (2019) argues that the prosodic weakness of the leftmost and
topmost positions also explains (synchronically) the preference for se-
mantic radicals to appear in these positions. This is because semantic
radicals tend to be small along the relevant dimension (i.e., left-edge
radicals are thin relative to the horizontal axis while top-edge radicals
are flat relative to the vertical axis), as in (12).

(12) a. 1 :i%
b. 7 (derived from ®&) : {=
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The same correlation between position and size is also observed
within basic components, as illustrated in (13) with some from the
inventory proposed for traditional characters by Chuang and Teng
(2009). Note that among the parallel strokes, the longest is that at the
bottom (13a) or right (13b).

F 1 7

13) a. = 5
b. T

These generalizations have exceptions. Characters with small right-
edge or bottom-edge semantic radicals do exist, like those in (14a), and
there are an even smaller number of components with prominent top-
most horizontal strokes, as in (14b). The existence of exceptions is also
stresslike, however: the strong preference of English for strong-weak
stress (button) and unstressed suffixes (eating) is not nullified by excep-
tions (baton, unwell).

(14) a. X ¥
b. 4

Some of the above components also illustrate an analog of prosod-
ically conditioned allophony, namely curving of the vertical stroke on
the left edge. Further components showing this are given in (15).

(15) # 2 5 %

The curving generalization seems to have more lexical exceptions
than prominence, as illustrated with the components in (16).

(t6) "4 ¥

However, as first observed by Wang (1983), such exceptions are more
likely in horizontally wider constituents, where, for example, the char-
acters in (17a) have more horizontal strokes (making them “taller”) than
the corresponding ones in (17b) (making them “wider”).

17) a. Jl:% 2
b. P kM

Myers (2019) confirms that this tendency is indeed statistically sig-
nificant, then goes on to propose an explanation: curving is only possi-
ble in a prosodically weak position, and wider components contain two
prosodic templates rather than one, putting the left edge in a strong
(head) position. This analysis is illustrated in (18). Curving in a weak
position is thus similar to vowel reduction in unstressed syllables.
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(18) a. * [WS]

In addition to statistical analyses of character databases, the psy-
chological reality of the character prosodic template has also been sup-
ported in a series of experiments. Myers (2016) demonstrated that read-
ers generalize constraints on reduplication shape to nonce characters.
Myers (2019) showed that readers find nonce components more accept-
able if the largest stroke is at the bottom or right, and prefer a curved
vertical stroke to appear at the left rather than elsewhere. Myers (2020)
found that readers prefer nonce characters to have thin rather than wide
left-edge semantic radicals, whereas widening right-edge semantic rad-
icals did not reduce acceptability much, presumably because doing so
made the nonce characters conform better to the regular prosodic tem-
plate.

Note that because metrical feet and the proposed character prosodic
template are defined by their shape, Menzerath’s law does not apply. It
would make no sense to ask if feet are smaller in longer words, because
feet always have the same number of syllables (if available), and the same
is true for the proposed character template.

3. Stroke Groups As Orthographic Syllables

As spelled out in (19), spoken and signed syllables have a number of
well-established properties.

(19) a. 1In a syllable, sonority (energy) increases to a peak and then
falls.
b. Syllables are perceptually highly salient.

Syllables are targeted by foot-level processes like stress.

d. Articulatory gestures are more closely coordinated within
than across syllables.

e. Nuclei are obligatory, onsets are favored, and codas are dis-
favored.

f.  Syllables compete for space in morphemes (Menzerath’s law).

e

Properties (19a-b) do not seem to apply to stroke groups. Whereas
we can say that /pro/ makes a good syllable and */rpo/ a bad one (and
likewise for <pro> vs. *<rpo>, as reviewed in Evertz, 2018) because of
the intrinsic sonority of the segments (and letters), there seems to be
no way to rank Chinese strokes in an analogous way. Strokes do differ
in energy (as reflected in size), but as we saw in the previous section,
this is predictable from position, making this phenomenon analogous to
stress and not sonority. Moreover, there is as yet no evidence that stroke
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groups are perceptually salient, that is, that readers are sensitive not just
to components and strokes but also to some intermediate level.
Nevertheless, section 3.1 argues that property (19¢) does apply to
stroke groups: the character template is built on syllable-like units. Sec-
tion 3.2 then provides arguments that the related properties (19d-e),
concerning syllable-internal structure, apply as well. Finally, Section 3.3
demonstrates property (19f): the applicability of Menzerath’s law.

3.1. Stroke Groups and Prosodic Regularities

If regular prominence at the bottom and right is analogous to stress,

enlargeable constituents should be analogous to syllables. As we have

seen, these include certain simple components, like those in (20a), and

certain individual strokes, as in (20b).

(20) a. & %
b. = 4 4

Yet regular enlargement also affects groups of multiple strokes, not
just individual ones, even if they do not form full components. I illus-
trate this in (21) with a variety of examples: (21a-c) show enlargement of
the lower of two linked boxes, (21d) shows something similar with other
duplicate sets of strokes, and (21e) shows a cross-character contrast in
enlargement of box versus (linked) stroke.

(21) a. B ¥ B
b. #
c. F
d. I
e. o ¥

At the same time, not all individual strokes are subject to prominence.
As illustrated in (22), prominence does not affect the bottommost hori-
zontal stroke if this ends (at the right) at another stroke (22a) or makes
contact at both ends (22b), and instead the next-lowest free horizontal
stroke is enlarged. If there is no free stroke, as in (22c), prominence can
only apply to the entire complex, as in (22d). Bottommost strokes that
cross others but are free at both ends (22¢), and perhaps also those free
just at the right (22f), are subject to prominence, as are strokes that are
contacted at their midpoint by other strokes, as in (22g).

@2 a *(7--1)
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bW ki

m o

One way to put all of these observations together is to consider spa-
tially separated strokes (and certain simple components, to be eluci-
dated later) to be stroke groups, along with simple strokes with free
ends. A stroke that ends in contact with another stroke is instead part
of a stroke group that contains both strokes, unless that stroke is subject
to a stroke-group-level process, like prominence, and thus a separate
stroke group.

Left-edge curving also provides some information about the nature
of stroke groups. According to the argument given in section 2.3, a ver-
tical curved stroke is only possible if it is in a prosodically weak position,
analogous to an unstressed syllable. I also argued that a vertical stroke
in this position is more likely to be straight if it is the head of its own
prosodic template, analogous to a stressed syllable. Either way, then, a
potentially curvable leftmost vertical stroke should be considered a sep-
arate stroke group. Thus despite being composed of contacting strokes,
each of the components in (23) should contain at least two stroke groups.

(23) 7 =1

3.2. Stroke Groups and Stroke Interactions

If stroke groups are like syllables, they should also restrict how strokes
can combine, similar to the way spoken and signed syllables restrict
phoneme and handshape sequences. I start my argument for this claim
in section 3.2.1 with a review of previous studies on stroke interactions
in the perception and production of simple line drawings, and then show
how these relate to the structure of syllables in speech and signing.
Combined with the previous discussion of the prosody of prominence
and curving, this comparison will allow me in section 3.2.2 to interpret
different kinds of basic stroke interactions in terms of different kinds of
syllable-internal structure. Particularly challenging cases are surveyed
in section 3.2.3.

3.2.1. Natural Stroke Interactions

A particularly insightful analysis of how perception affects written
strokes is given in Changizi, Zhang, Ye, and Shimojo (2006), who
counted the frequencies of all 36 possible configurations of one to three
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strokes in a variety of writing systems and beyond. Each of their config-
urations defined a class of topological equivalents, where, for example,
<Z> and <[> are identical since both link three strokes at two joints. For
my purposes, their key finding was that writing systems strongly favor
a small subset of configurations, with only those listed in (24) approach-
ing or exceeding a proportional frequency of .1 (taken from Figure 2, p.
E118). Each configuration is illustrated with Chinese character compo-
nents that contain it.

(24) a. 1 - =~
b. L ' 5~
c. T 7 1 Ax
d X Y-&+
e. Z T Pl
f F

Changizi, Zhang, Ye, and Shimojo (ibid.) argue that the variation in
configuration frequency is due to visual and not motoric processes, since
the same variation is observed in trademarks, which are virtually never
handwritten, but not in shorthand, where writing ease is favored over
visual clarity.

Nevertheless, as noted in section 2.2, strokes are also gestural things,
having not just an axis but also a direction (i.e., they are vectors), with
the strong preference for the rightward and downward directions con-
straining what complex strokes are possible. Seeing strokes as vectors
also helps explain stroke combinations as well. In particular, in Chinese
character components, the T configuration is not only quite common,
but is almost always written with the midpoint of one stroke (e.g., the
top of the T) coinciding with the starting, not the ending, of the other
stroke (e.g., the falling vertical stroke of the T).

Some Chinese character components conforming to this midpoint-
start pattern are shown in (25). There are cases of a stroke ending at the
midpoint of another stroke, as in (26), but most of these also conform to
the midpoint-start pattern, as in (26b).

RAXRIT F AR TR FHF

2 4

R
I+ Pp AP E Adrrag @

(25) FABITH
(26) a. 11‘~_f

1
4
b. 17132

The explanation for these preferences in stroke direction and contact
lies in how strokes are written, and as with the visual patterns observed
by Changizi, Zhang, Ye, and Shimojo (ibid.), the motoric constraints are
universal. Here the most ambitious survey is van Sommers (1984) (see
also the summary in van Sommers, 1989), who reports a series of analy-
ses and experiments on the production of simple line drawings. Regard-
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ing individual strokes, writers (and sketchers) prefer to pull the writing
instrument rather than to push it, which means that right-handers, who
dominate in the population, draw strokes rightward and/or downward
(yielding ambiguous preferences for counterdiagonal strokes), though
left-handers often draw strokes leftward and/or downward. The con-
ventions of Chinese stroke direction, prescriptively imposed on left-
handers as well, are thus not arbitrary.

The experiments reviewed in van Sommers (1984; 1989) also confirm
the universality of the midpoint-start pattern of the T configuration,
which has also been noted in many other studies (Goodnow and Levine,
1973; Ninio and Lieblich, 1976; Nihei, 1983; Simner, 1981; Smyth, 1989;
Thomassen and Tibosch, 1991). Of course, as Smyth (1989) points out,
stroke coordination also depends on hand-eye coordination, so this is
not a purely motoric process.

The literature generally describes this interaction as one stroke be-
ing anchored on the other; I will call it midpoint anchoring. As Nihei
(1983) recognizes, midpoint anchoring is distinct from what he calls
fluid anchoring, also called threading (Thomassen and Tibosch, 1991)
or chaining (Myers, 2019), whereby a stroke continues from where the
previous left off, without lifting the writing instrument, as in complex
strokes in Chinese. Like midpoint anchoring, chaining seems quite nat-
ural, appearing in the drawing habits even of very young children; the
high frequency of both the T and L configurations in Changizi, Zhang,
Ye, and Shimojo (2006) may thus have some motoric motivation as well.

Another type of natural interaction is what Nihei (1983) calls fixed
anchoring, where two strokes begin at the same point, something that
children find particularly easy to do. Given the rightward and down-
ward stroke directions, in Chinese components the shared starting point
is always at the upper left, as in (27).

(27) 77t exrv

The high frequency of the X configuration suggests that stroke cross-
ing should also be relatively simple, but as the above studies report,
young children sometimes draw it as if it were a set of four strokes with
a common starting point (i.e., using fixed anchoring). Its intermediate
difficulty may arise from needing to coordinate two stroke midpoints
rather than relying on a shared starting point, as in fixed anchoring, or
identifying just one midpoint to use as the starting point for the other,
as in midpoint anchoring.

The most difficult stroke interaction is the one Nihei (ibid.) calls bal-
listic, where one stroke ends at another. As with firing a projectile, here
the writer/sketcher must plan the initial action in order to achieve an
end goal, something that young children have particular trouble with.
Its relative rarity in Chinese components, as suggested by (26) above, is
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thus expected (and in the next section I will argue that it is even rarer
than it seems).

By way of summary, Table 1 lists various types of motoric stroke in-
teractions with associated visual configurations and some Chinese ex-
amples.

TABLE 1. Basic stroke interactions

Interaction Configuration Example

None

Fixed anchoring
Chaining

Midpoint anchoring
Crossing

Ballistic

HxXHe0 -
Jd e

|-

3.2.2. Basic Principles of Stroke Group Structure

If stroke groups have syllable structure, their “nuclei” must be obligatory
like those in spoken and signed syllables. If we adopt this hypothesis,
then, we must view the smallest logically possible stroke groups, namely
isolated (non-contacting) strokes, as consisting solely of a nucleus. This
conclusion, consistent with the discussion in earlier sections, also links
up with the observation that isolated full (non-dot) strokes tend to share
axis with the nearest full stroke, as illustrated in (28): total assimilation
in spoken and signed languages seems never to occur syllable-internally,
only across syllables (e.g., vowel harmony).

(28) = Kt 5w

By the same reasoning, parallel strokes should represent separate syl-
lables even if they make contact with the same stroke, as in (29). This
too is consistent with the above discussion, where we saw that stroke
contact of this type does not prevent curving or prominence, both diag-
nostics for separate stroke groups.

(29) F 4132 ATHAA

In spoken syllables, nuclei are obligatory because they represent
sonority peaks, making them a plausible candidate for the articulatory
target of the entire syllable gesture. In articulatory experiments on
American English speech, for instance, Browman and Goldstein (1988)
found that the temporal duration remained relatively constant from the
midpoint of an onset cluster to the nucleus in the same syllable, regard-
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less of the size of the cluster. Speakers thus seem to work with a mental
clock that is defined in terms of syllable-internal gestures. Neverthe-
less, as has often been noted (e.g., Prince and Smolensky, 2004), sylla-
ble inventories and prosodic processes both favor onsets and disfavor
nucleus-initial syllables. It thus seems reasonable to suppose that when
an onset is present (as it is most of the time), the timing of the nucleus
depends on it rather than the other way around.

In T configurations, the onset analog would then be the stroke whose
midpoint provides the starting point for the other, the analog of the nu-
cleus. Only if the writer intends to write just one stroke is it conceptu-
alized as a nucleus (this conceptual flip is possible because of the lack of
intrinsic sonority in strokes). These analyses are sketched in (30), with
O for onset and N for nucleus.

30) a. - T
b. N ON(O=-,N=")

The proposed contrast can be made more explicit, as in Figure 2, us-
ing an autosegmental syllable model that includes moras. Here these
structures are interpreted as stating that in T configurations, the loca-
tion of the nucleus () depends on that of the syllable as a whole (o),
which is assigned by the onset if present.

T
c
|
Ul
|
1

l—=—a

FIGURE 2. Autosegmental analyses of isolated stroke and T configuration

Since character components, as grammatical entities, are amodal,
uniting motoric and visual aspects, we should not require that the se-
quence of strokes or stroke groups in analyses like Figure 2 must corre-
spond with stroke order. Instead the order should be whatever makes
the overall analysis the simplest. Thus even though the strokes and
stroke order in the components in (31) are identical (left diagonal first),
the strokes differ in interaction roles (i.e., which one provides the mid-
point anchor). This allows us to express the contrast as in Figure 3, using
the same strokes and abstract syllable structures, but different autoseg-
mental links (the contrast is clearer in typefaces that mimic handwrit-
ing). As Myers (2019, Section 3.6.2) argues for numerous other reasons,
stroke order should be considered part of the articulatory phonetics of
character grammar, not part of character phonology per se (e.g., stroke
order is surprisingly variable both within and across writers, while char-
acter form is much more stable).
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(31) a. 4
b. »

N—TF—a >

&
c
|
p
|
N

/ N

FIGURE 3. Autosegmental analyses of contrasting diagonal T configurations

The autosegmental framework allows us to express other types of
stroke interactions as well. In contrast to the T configuration, the X
configuration involves two strokes that share a single location. Concep-
tually, in producing a cross as in (32a), the writer is trying to place two
strokes, with distinct axis features, in the same place. This situation
may be codified as in (32b), as a single syllable with a short nucleus (N
rather than NN), or more explicitly as in Figure 4, with the two strokes
linked to a single mora.

(32) a. -+
b. N

o
c
B
- |
FIGURE 4. Autosegmental analysis of X configuration (crossed strokes)

Since parallel strokes can only appear in separate syllables, in more
complex stroke combinations each T and X configuration must form
a separate syllable as well, with the syllabic affiliations of the shared
stroke(s) indicated through autosegmental association lines. The com-
ponents in (33a), then, have the syllable structures represented linearly
in (33b) (with syllable boundaries marked “.”), and autosegmentally in
Figure 5. The cross-syllable association lines are dotted to indicate that
they do not actually intersect with the others; each syllable is meant to
be lying in its own plane.

(33) a. 7 H T E
b. ON.ON N.N ON.N N.N.N.N
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A

e g

.
o
1

.'IJ

|
!

-——%T—a t

T

o o
| |
iy Lk
| - |
I I

l—+—a
-—T—a

o o o
| | |
i LK i
| | |
I 1 I

FIGURE 5. Autosegmental analyses of combinations of T and X configurations

One nice consequence of the analysis so far is that by treating the
midpoint-anchored stroke in T configurations and crossed strokes in X
configurations as nuclei (linked to moras), it puts them in the same class
as isolated strokes. As we saw in section 2.3, strokes that are free at
their endpoint (i.e., crossed or midpoint-anchored strokes) are subject
to prominence and curving, just like isolated strokes. If prominence is
an analog of stress and curving an analog of vowel reduction, it makes
sense that both would be consistently realizable on the analog of the
nucleus.

While midpoint anchoring involves a stroke-on-stroke dependency
and crossing involves a symmetrical inter-stroke relationship, strokes
sharing a fixed anchor refer to a point that is external to both. It is thus
possible to see such strokes as sharing a single empty onset slot (for
empty onsets in spoken language, see Marlett and Stemberger, 1983).
This would make both strokes themselves into nuclei, as sketched in (34)
and Figure 6, with the empty set symbol representing the featureless
onset.

(34) a. 7
b. ON.ON

l—F=—a

B
o
Rt
|
)

0’

FIGURE 6. Autosegmental analysis of fixed anchoring

Even though the horizontal stroke in (34) starts from the vertical
stroke, the latter is not itself an onset, but the nucleus (linked to a mora)
in a separate syllable. This is why it may be curved (i.e., undergo a
prosodic process akin to vowel reduction). A stroke undergoing left edge
curving may also be crossed, as in (35), because crossing strokes are also
moraic.
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(35) a. +#
b. #4414 *

However, if curved strokes are nuclei, they should be incapable of
serving as the onset for midpoint anchoring, since onsets are linked di-
rectly to the syllable node and have no mora. Yet as the examples in (36)
suggest, T configurations do sprout from curved strokes in a small num-
ber of components.

36) 7

Perhaps in such rare cases, the leftmost stroke is both the nucleus
of one syllable and the onset for another, a situation that can indeed
arise in spoken languages (see, e.g., Dell and Elmedlaoui, 1988). This
would result in the linear analysis for two of the strokes in (37a) given
in (37b), with the autosegmental structure as in Figure 7. Since curving
itself is partly lexicalized (see section 2.3), perhaps this unusual syllable
structure is as well.

(37) a. % () — portion)
b. N.ON...

) — portion)
o

(
G .
|
B R
| |
) p—

FIGURE 7. Autosegmental analysis of curved stroke offering midpoint anchoring

The next stroke interaction to consider is the chaining of simple
strokes to form a complex stroke, as in (38) (these are all of the com-
plex strokes that are also considered to be components by Chuang and
Teng, 2009). Since complex strokes are still single strokes, they should
be analyzed as comprising a single stroke group. The simplest analysis
would thus be to treat all simple segments within a complex stroke as
part of the nucleus, that is, as a separate mora.

(38) a. “ TJLoI~N
b. ¢ 47T

This analysis is illustrated linearly in (39) and autosegmentally in
Figure 8. Note that by giving each stroke segment its own mora, we
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capture the observation that complex strokes tend to take up more
space than the I, T, and X configurations, all of which are analyzed as
monomoraic.

39) a. hH
b. NNN

I

B

|

L
c
|
B
!

FIGURE 8. Autosegmental analysis of a complex stroke

Although trimoraic syllables like that posited above are rare in spo-
ken languages, they are not impossible, and such complex strokes tend
to be disfavored in Chinese character components as well; Chuang and
Teng (2009) report lower type frequencies for the components in (38b)
as compared with those in (38a).

The last stroke interaction to analyze is the ballistic interaction,
where one stroke ends at another. Recall that this interaction is hard
for children to learn and relatively rare in character components. If the
ease and high frequency of fixed and midpoint anchoring relate to onsets
being unmarked in syllables, the markedness of the ballistic interaction
suggests that it may relate to the most marked syllable component, the
coda, which is as disfavored in languages as the onset is favored (e.g.,
Prince and Smolensky, 2004). Crucially, the source of the markedness
seems similar as well: like ballistic strokes, timing the coda properly re-
quires planning ahead. For example, Browman and Goldstein (1988)
found that while American English speakers coordinated the nucleus
with the onset cluster as a whole, each of the individual coda consonants
were coordinated separately with each other.

Not all end stroke contact is coda-like, however. Since the bottom-
most stroke in (40a) undergoes prominence, it must be a separate stroke
group, and thus cannot form the coda for the other strokes, even though
there is a ballistic interaction. A similar conclusion applies in (41), given
the larger size of the right-edge stroke. Such contact is thus posited
to involve cross-syllabic coordination (like cross-syllabic assimilation in
stroke axis), rather than syllable-internal structure. As promised earlier
in section 3.2.1, then, what seem to be ballistic interactions in character
components are often merely closely concatenated but separate stroke
groups.
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(40) a. 2

b. ON.N
(41) a. Y

b. NN.N

By contrast, as noted in section 3.1, the bottommost stroke in (42a)
remains short because it is not free on its endpoint. Here, then, we have
a plausible candidate for a coda analog, resulting in the syllable-final
structure indicated in (42b), with a long nucleus (the complex stroke)
plus coda.

(42) a. v (] 7-)
b. ..NNC (77-)

A spot of bother is presented by the first stroke in this component.
Even though the left edge stroke shares a fixed anchor with the complex
stroke, a situation that we analyzed above as disyllabic sharing of a sin-
gle empty onset, examples like that in (43) remind us that this entire
complex can be subject to prominence, and thus must comprise a syl-
lable as a whole. This forces us to treat the left edge vertical stroke as
an onset, resulting in the analysis in (44), or in autosegmental terms in
Figure 9. Perhaps this is justified because the left edge stroke is also un-
usual in another way: its endpoint defines the starting point of another
stroke, but since they are not produced in sequence, these two strokes
are not chained.

(43) @®
(44) a. T
b. ONNC

7
T

! - | -

FIGURE 9. Autosegmental analysis of ballistic stroke in a box-shaped stroke
group

Note that in Figure 9 I have linked the coda directly to the syllable
node. This differs from the more common autosegmental representation
for closed syllables (as in Figure 1 above), where the coda is linked to
a mora (e.g., Hayes, 1989). Nevertheless, direct linking of the coda to
the syllable node has also been argued for in spoken phonology (e.g.,
Tranel, 1991). While this representation implies that the nucleus and
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coda do not form a constituent (the rime), syllables need not have rimes;
sign languages have syllables (Sandler, 2008; Sandler and Lillo-Martin,
2006) but I am unaware of any argument that they have rimes, and even
some spoken languages provide at best only weak evidence for them
(Berg and Koops, 2010).

Moreover, directly linking the coda to the syllable is needed here to
avoid ambiguities in interpretation. We have already decided that each
of the simple segments in a complex stroke links to its own mora, so
giving the coda a mora here would falsely imply a three-segment com-
plex stroke. Alternatively, letting it share the mora with a nuclear stroke
would falsely imply crossed strokes. This analytical situation ultimately
arises from the lack of intrinsic stroke sonority, which forces the moraic
structure itself to do all of the work.

The non-moraic coda hypothesis does have some advantages, how-
ever. One is that it helps capture the fact that the ballistic stroke not
only ends at another stroke, but also starts at another, namely the left-
most stroke that we analyze as the onset. By linking both the onset and
coda to the same node (6) we imply that they share a location as well.
Indeed, as we saw earlier in section 3.2.1, ballistic strokes often start at
a leftmost vertical stroke; further examples are given in (45).

(45) " pP*

Another advantage is that the non-moraic coda keeps the stroke
group small, as with the I, T, and X configurations, in contrast to the
the polymoraic representations posited for the larger complex strokes.
This point is illustrated by the compact components in (46).

(46) a. P p
b. ONNCC ONNCCC

The analysis also merges naturally with the one given above for
curved strokes that act as midpoint anchors. As shown in the autoseg-
mental representation of (47) given in Figure 10, it is straightforward to
indicate that this stroke performs double duty as nucleus of one syllable
and onset for another.

(47) a. *
b. N.ONNCC

The autosegmental analysis of stroke sharing introduced in (33) and
Figure 5 also allows us to treat the two box-shaped structures in (48) as
separate stroke groups, necessary to explain how only the lower one is
subject to prominence; see Figure 11.
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koo TR N
|

)

FIGURE 10. Autosegmental analysis of a ballistic stroke starting from a curved
stroke

(48) a. B (asin F)
b. ONNC.ONNC

FIGURE 11. Autosegmental analysis of onset stroke shared by two box-shaped
stroke groups

The coda analysis also seems appropriate for box-like structures con-
taining a ballistic stroke but missing one or more sides. For example, the
top portion of the component in (49a) seems analyzable as indicated by
the underlined portion of (49b), where the onset is the curved verti-
cal stroke at the left, the nucleus is the horizontal stroke starting from
it (completing the T configuration), and the coda is the short vertical
stroke at the upper right that makes endpoint contact.

(49) a. %
b. N.ONC.ONN

Ballistic strokes may appear in onsetless syllables as well, however.
The cases in (50) can be analyzed in terms of cross-syllable contact be-
tween two nuclei rather than a coda (as in (40) and (41) above). Namely,
in (50a) and (50Db) the contacted stroke is prominent (lengthened) and
reduced (curved), respectively, both hallmarks of independent stroke
groups.

(50) a. ok
b. #-



668 James Myers

The cases in (51), however, do not show clear signs of the contacted
stroke being in a separate syllable. For example, the character in (51c)
contains two Chuang and Teng (2009) components, where that on the
left (which lacks a Unicode entry) has two ballistic strokes ending at
a vertical stroke and that on the right has one ballistic stroke running
leftward and downward into the vertical segment of a complex stroke.
In none of these cases is there clear prominence or curving in the stroke
providing endpoint contact.

v

(bottom component)

(51) a
b.
c.

S paie

In such cases, linking the coda strokes to the syllable node does not
imply that it starts at the onset, simply because there is no onset, as
indicated in (52) and Figure 12.

(52) a. #“ (left component)
b. NCC

#* (left component)

-—T—a

FIGURE 12. Autosegmental analysis of ballistic strokes without starting point
contact

It should be clear by now that our neat inventory of basic stroke in-
teractions cannot hope to cover all of the attested interactions that arise
as the number and complexity of strokes increases. Changizi, Zhang,
Ye, and Shimojo (2006) managed to restrict the scope of their investi-
gation to just 36 visual configurations by imposing a maximum of three
strokes, and then restricted it further by considering topology rather
than geometry. By contrast, the Chuang and Teng (2009) inventory has
441 geometrically distinct Chinese character components containing up
to 17 strokes.

Unsurprisingly, then, from now on the analytical problems and at-
tempted technical fixes come fast and furious, so before continuing I
offer the reader a last peaceful moment in the form of Table 2, which
summarizes the proposed syllable structures for various types of simple
stroke interactions.
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TABLE 2. Basic stroke interactions

Interaction Example Syllable structure
None = N.N

Fixed anchoring T ON.ON

Chaining L NN

Midpoint anchoring N ON

Crossing N N

Ballistic to prominent/curved stroke il N.N

Ballistic to non-prominent/curved stroke T ...NC

3.2.3. More Complex Stroke Interactions

Space (fortunately) precludes a complete analysis for each and every
character component, and the complex ways in which strokes can inter-
act (unfortunately) precludes a particularly coherent overview. Thus I
will merely illustrate a few cases, from what seems to me to be the least
to the most problematic.

I start with crossed complex strokes, as in (53). At first it seems it
may be hard to specify the precise location of the crossing, but as seen
in Figure 13, we can easily code the two complex strokes via bimoraic
syllables and the crossing via association lines linking the appropriate
simple strokes to a single mora.

(53) a. *
b. NN.NN

FIGURE 13. Autosegmental analysis of crossed complex strokes

A slightly trickier situation arises in (54), where a complex stroke not
only crosses another stroke, but also shares its starting point. Consistent
with the analyses in section 3.2.3, the two strokes must thus also share
an empty onset slot, as in Figure 14.

(54) a. *
b. ON.ONN
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X
o o
o
T p p
£
0 N

FIGURE 14. Autosegmental analysis of crossing strokes sharing a starting point

In section 3.2.3 we saw that left edge curved strokes, hypothesized
to be syllable nuclei, can nevertheless provide the starting point in mid-
point anchoring, forcing us to treat them as onsets as well. A similar
ambiguity in syllable position arises with complex strokes. Even though
each segment in a complex stroke is moraic, it is still possible for a seg-
ment to offer midpoint anchoring, as in (55) (the third example contains
two Chuang and Teng, 2009, components because the relevant compo-
nent has no Unicode entry). Autosegmentally this can be handled by
doubly linking the segment that serves both as anchor and as part of the
complex nucleus, as in Figure 15.

(55) a. 7 % 5
b. NN.ON NNNN.ON (N.)NNN.ON

7

Rt
|
|

l—F—a
- —TF—a

FIGURE 15. Autosegmental analysis of midpoint anchoring from a complex stroke

As we already saw in the previous section, some of the greatest chal-
lenges come from the analysis of ballistic strokes, since while by defin-
ition they end at another stroke, they typically also start from another
stroke, making their position within the stroke group analytically am-
biguous. As illustrated in (56), the starting point may even be the first
segment of a complex stroke.

)

(56) a. x (] 7]
v (] )

|
b. |

Conveniently, the prominence of the bottom stroke in (56a) shows
that it is a separate stroke group. We have also already just seen that
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midpoint anchoring from one segment of a complex stroke can be ana-
lyzed as an onset-nucleus structure (here repeated twice, one per inter-
nal stroke). All of these considerations lead to the linear analysis in (57)
and autosegmental representation in Figure 16. Aside from the highly
counterintuitive idea that such a small component could really contain
so many stroke groups, there is no technical problem yet.

(57) a. =
b. ON.ONN.ON.ON.N

o

vl
|
|

l—®—a

c
|

B
|
|

J— = —a
=

o
s
R
|
!

0’

FIGURE 16. Autosegmental analysis of midpoint anchoring from a complex stroke

The component in (56b), however, appears to be a single box-shaped
stroke group. We are thus obliged to somehow represent the anchor-
ing of the two internal strokes from the top right complex stroke while
still recognizing them as ballistically ending at the bottommost stroke
within the same syllable. While it is trivial to give it the same linear
analysis as we did for its rotated counterpart, as in (58), the autoseg-
mental representation in Figure 17 seems to falsely imply that two of
the coda strokes start at the left stroke (since they all directly link to
the syllable node), whereas actually only one of them does (namely the
stroke forming the box bottom). Perhaps we could stipulate that if on-
sets and codas are identical stroke types they cannot be interpreted as
linked together; stroke contact requires a difference in axis. Even so, this
analysis has the additional counterintuitive effect of giving this compo-
nent a totally different structure from the virtually identical component
in (57).

(58) a. @ p
b. ONNCCC ONNCCC

A particularly striking example of the challenges posed by my analy-
sis of ballistic strokes as coda-like is the component in (59a), which con-
tains two horizontal ballistic strokes linking two vertical ones (plus a
fifth forming the bottom of the box). The T configuration at the top is
readily analyzed as ON, but simply concatenating all five ballistic strokes
as codas, as in (59b), fails to indicate which stroke links with which.
Nevertheless, given that the lower box seems prominent as a whole, the
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7"
T

I - ! | | -

FIGURE 17. Autosegmental analysis of ballistic stroke in a box-shaped stroke
group

treatment here of it as a single stroke group does at least capture that
prosodic observation. Moreover, the oddity of this type of situation is
correlated with its rarity in the Chuang and Teng (2009) inventory.

(59) a. w
b. ON.ONNCCCCC

The component family in (60) raises further problems (those in (60e-
f) are not in the Chuang and Teng, 2009, component inventory but are
included for completeness).

(60) a. ¢
b. ¢
c. ¥
d. ¢
e. o
f. ¥

The box seems to form a single stroke group because in (60b-c) it
is the target of bottommost prominence, with the extended stroke as a
separate stroke group. That makes the internal horizontal stroke part of
the same stroke group as the box, and thus a coda, as in earlier analyses.
The problem is that this stroke is also crossed, which means it is moraic,
but codas cannot be moraic (or else the autosegmental representations
become ambiguous, as discussed earlier).

One way to respond to this challenge is to start with the supposition
that the box-shaped stroke group is actually that in (61a), as analyzed
in (61b), whereas the central vertical stroke is a separate stroke group in
all cases, including in (60a). The crossing problem can then be dealt
with by treating crossing here as a mere accident of the central ver-
tical stroke’s starting and ending points, rather than being something
represented phonologically. This seems counterintuitive given the high
salience of the cross, but if the coiners of (60e-f) were able to decompose
it, doing so is not impossible.
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(61) a. v
b. ONNCC

This now merely leaves us with the challenge of representing the ver-
tical stroke’s position within the formal straightjacket I have set myself.
Across the components in (60), the starting point of this stroke is var-
iously above the box, at the top of the box, or at the central horizontal
stroke, which can be represented respectively as an onsetless syllable,
as a syllable with the onset in the first segment of a complex stroke (as
in (55) and Figure 15 above), and as a syllable with the onset at the box’s
first coda stroke. The ending point of the vertical stroke is variously at
the central horizontal stroke, at the bottom of the box, or below the box,
which can be represented respectively as sharing a coda with the box’s
first coda stroke, as sharing a coda with the box’s final coda stroke, or
as being a codaless open syllable. None of these possibilities raises any
fatal problems, as sketched in (62) and (63), with subscripts to indicate
the cross-syllable autosegmental linking. Figure 18 spells out the idea
for one component.

n 2 =)

(62) a. ¢«

b. ON;NCC,.0;NC, ON;NCC.O;N ONNC;C.O;N
(63) a. ¥ d o

b. ONNCC.N ONNCC;.NC; ONNC;C.NC;

FIGURE 18. Autosegmental analysis of ballistic stroke in a box-shaped stroke
group

Another challenging component family is that in (64). In the first
component, the lower complex stroke shares its start with the ballistic
stroke, which can be expressed via a shared autosegmental link between
the first stroke group’s coda and the second stroke group’s onset, as in-
dicated by the coindexing; note that neither onset nor coda is moraic, so
there is no risk of misinterpreting the shared link as stroke crossing. In
the second component, a single onset is shared between the upper and
lower complex strokes. In the third component, neither complex stroke
has an onset; the ballistic stroke does, but the representational scheme
does not allow me to represent it unambiguously so I leave it out, as I
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did with the crossed strokes in the previous component family. While
hardly an ideal solution, at least all of these representations show the
lower complex stroke as forming a separate stroke group, allowing it to
be subject to bottommost prominence.

(64) a. & b e
b. NNC;.O;NN O;NNC.O;NN NNC.NN

I end my survey with an analysis of the most complex component in
the Chuang and Teng (2009) inventory, that in (65a). Figure 19 indi-
cates schematically which component parts correspond to which of the
stroke groups listed in (65b).

(65) a. %
b. ONN.NNC.NNC.NNC.ONNCC.ONC.N.ONN
ONN ONNCC
NNC ONC
NNC N
NNC ONN

FIGURE 19. Sketch of a stroke group analysis of the most complex component

While no utterly fatal problems have arisen in this survey, we have
needed a plethora of special devices (if not special pleading), some of
which have yielded counterintuitive results. More importantly, I have
yet to provide any argument that any of this matters to actual readers or
writers. Collecting proper psycholinguistic data will have to await the
proverbial future research, but in the next section I do examine one pos-
sible psychological implication of the stroke-group-as-syllable analysis.

3.3. Stroke Groups and Menzerath’s Law

A demonstration that stroke groups, as I have identified them, conform
to the Menzerath-Altmann law would be consistent with the claim that
they influenced the evolution of characters into their modern forms.
The modeling work here is based on syllabic analyses for all 441 compo-
nents of Chuang and Teng (ibid.)?>. The analyses are based on compo-
nent forms as they appear in Chuang and Teng’s regular (handwriting

2. The data are available at https://osf.io/nbhcm/.
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style) typeface. A variety of analytical decisions are scattered through-
out, and I am not entirely sure if I have applied all of my principles
completely consistently, but hopefully this merely added noise and not
bias.

If stroke groups have some validity, we expect that within charac-
ter components, there should be an inverse power relationship between
mean stroke group complexity and the number of stroke groups. To test
this, I operationalized stroke group complexity as the number of O, N,
C segments in the linear syllabic analyses, where N represents a mora
and O and C represent simple strokes without a mora. Autosegmental
lines are not counted.

Following Priin (1994), Figure 20 shows the nonlinear best-fit for the
simplified Menzarath equation in (66a), with the model parameters and
other statistical values shown in (66b).

(66) a. y=ax’,b<0
b. a=244,b=-0.19,p, <.0001, R* = .82

The coefficients are of the expected signs (positive @, negative ») and
statistically significant; here I highlight p;, the p value for 4, which con-
firms that this is an inverse power function (against the null hypothesis
b = 0). However, the data points are much more scattered than in other
applications of Menzerath’s law to Chinese script. Again following Priin
(ibid., p. 149), I quantified model fit using the coefficient of determina-
tion R? (Priin labels it D). As shown in (66b), this value is relatively high
but still far below the R* =.99 reported by Priin (ibid.) for component
complexity in characters.

25

n
=]

Mean stroke group complexity
o

4 8 12
Number of stroke groups

FIGURE 20. Mean stroke group complexity as a function of the number of stroke
groups
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While the less than perfect fit may relate to inconsistencies in how
stroke groups were identified, could the fact that there is any fit at all
be dismissed as confounding with other factors known to obey Menz-
erath’s law? In particular, Bohn (1998) demonstrated an inverse power
relationship between mean stroke complexity and stroke number within
character components. In my analyses, isolated and crossed simple
strokes are the simplest possible stroke groups (N), whereas complex
strokes are necessarily more complex (NN...). Thus it could be that Fig-
ure 20 merely recapitulates Bohn’s analysis in an obscured form.

The ideal way to rule this out would be to build a model that also in-
cludes stroke number and stroke complexity as interacting factors, but
statistical interaction is only well defined for (generalized) linear mod-
els, not the nonlinear model that I used to fit the power law. However,
it is still possible (as well as conceptually simpler and less assumption-
prone) to build separate nonlinear models for multiple subsets of the
data, in each of which stroke number and complexity are held constant.
If Menzerath’s law still applies in each of the subsets, this cannot be as-
cribed to stroke number or complexity.

This I did for eight subsets of components with two to five strokes,
where the mean stroke complexity (as defined by Bohn, 1998, where
hooks add complexity) was either 1 or higher than 1 (ranging from 1.2
to 3); outside these ranges the subsets were too small, falling below ten
data points per subset. These subsets still cover the majority of the total
data (over 65%). As can be seen in Table 3, all of the subsets are consis-
tent with an inverse power law, though not all are statistically significant
or show very strong model fits.

TABLE 3. Menzerath’s law across subsets of character components

Mean stroke complexity =1 Mean stroke complexity > 1
Stroke number Stroke number
2 3 4 5 2 3 4 5
a 1.64 2.84 3.88 2.51 3.00 3.76 5.06 6.06
b -0.57 -0.97 -1.02 -0.44 -0.56 -0.84 -0.84 -0.86
P» 0.013 <0.0001 <0.0001 0.23 0.0001 <0.0001 <0.0001 <0.0001
R? 0.30 0.49 0.59 0.14 0.27 0.41 0.72 0.76

The results thus add some (weak) support for the claim that stroke
groups may be psychologically real, or at least were while characters
were evolving.

4. Conclusions

There is no doubt that Chinese character components and strokes are
psychologically real levels of structure. It is also relatively easy to see
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components as analogous to morphemes and strokes as analogous to
phonological segments. The evidence for an intermediate syllable-like
level, the stroke group, is nowhere near as strong, but this initial explo-
ration has nevertheless uncovered some interesting patterns. Compared
with the list of syllable properties in (19) above, the stroke group score-
card in (67) suggests that there may indeed be some genuine similarities
with syllables, as marked in italics.

(67) In a stroke group, there is no analog to intrinsic sonority.
There is as yet no evidence that stroke groups are perceptu-
ally salient.

c.  Stroke groups are targeted by analogs to foot-level processes like stress.

d. Adrticulatory gestures are more closely coordinated within than across

o®

Stroke groups.

e. Stroke groups may have analogs to obligatory nuclei, favored onsets, and
disfavored codas.

f.  Stroke groups compete for space in character components (Menzerath’s
law).

Future research can take many possible directions. The most fun-
damental question is whether the syllable analogy is really needed to
preserve whatever is genuine in the stroke group hypothesis. After all,
even in sign language phonology there have been arguments that what
most linguists consider to be syllables may actually be more analogous
to complex segments (Channon, 2003). Another issue is how to extend
the present analysis to the many writing systems that, unlike Chinese
script, have strongly curved strokes, including circles, semicircles, and
loops; among these are systems historically derived from Chinese, like
Japanese hiragana. Previous analyses of Roman letters have considered
curved strokes (e.g., Watt, 1980; Primus, 2004), and van Sommers (1984)
includes a chapter-length discussion of the production of curvilinear
forms. Still, circle-like strokes do complicate matters, particularly since
they allow two strokes to contact each other in more than one place,
a possibility we did not have to worry about when analyzing Chinese
script. In my opinion, however, most urgently needed is the collection
of psycholinguistic evidence that writers and readers actually do learn
or process characters in terms of stroke groups.

Regardless of how research progresses, I hope this preliminary study
has at least revealed the rich and challenging nature of a still under-
explored aspect of writing systems: the precise formulation of stroke
interactions.
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Viewpoints on the Structural
Description of Chinese Characters

Tomohiko Morioka

Abstract. This paper is about our viewpoints and methodology concerning the
description of the structure of Chinese characters. First, we describe how com-
ponents can be detected in characters. When a character is used as a component
of a compound character and its shape appears without significant change, then
the component can be easily identified. However, in many cases, it is not so easy
to find the components that build a character out of purely visual features. One
of the factors is simplification of the graphic form when characters are assembled
out of components. Such a change of glyph form reduces the connection with
pronunciation and meaning of the original character and increases the symbolic
aspect of the character. It is particularly complicated when multiple components
are combined, transformed and demotivated into a symbolic component. Here
we discuss these issues with respect to the productivity of components and to
the relationships between components and characters.

1. Introduction

Most Chinese characters (%) can be represented by a combination of
components. For example, the character “f&” (forest) has the same com-
ponent “AK” (tree) on the left and right, and the character “3£” (cloud) has
component “zz” (phonetic part) placed under the component “fi” (rain).
The structure of Chinese characters, which consists of a combination of
components, is not only an abstract expression of its shape, but is also
related to its semantic and phonetic values. Therefore, to understand a
Chinese character, it is important to find out what components are used,
where they are placed in the characters, and how they are combined.
In this paper, such a description of the structure of Chinese charac-
ter is called a Hanzi structure description (B h§itislib; structure description
of Chinese character) (Morioka, 2018b). Various formalisms have been
used to describe Hanzi structure. Nowadays a quite widespread formal-
ism is the one of Ideographic Description Sequences (IDS) defined in
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ISO/IEC 10646 (Information technology—Universal Coded Character Set (UCS)
2014). In this paper, we use the IDS formalism to describe Hanzi struc-
ture. For example,

in IDS.
In these two examples we can easily detect components and infer
structure. However, in some cases, the situation is ambiguous, e.g.,

- f§t

_ﬁ?'ﬂ—

How do we detect components and the corresponding structure in such
cases?

2. Etymological View

When a character is used as a component of a compound character and
its shape is simply inserted into it without significant change, the com-
ponent can be easily detected via its shape. For example, the character
“Fk” (forest) appears to have two components “K” (tree) arranged side-
by-side. Therefore, the structure of “ff” can be written as “lIIARK”.

Some structures have been preserved even though the graphic forms
of Chinese characters have changed significantly over the centuries. For
example, “I1” is an Oracle-bone character corresponding to the modern
character “#&”. Its structure can be written as “iii ¥ %,” which is sim-
ilar to “llIARAK” (“ {7 is an Oracle-bone character corresponding to the
modern character “AK”).

Similarly, the character “22” (cloud) seems to consist of a component

The Oracle-bone character “J” corresponds to the modern character
“S2” as a character, but corresponds to “3” as a component of Hanzi struc-
ture.! That is, it is considered that “£” was formed by adding the se-
mantic component “fi” to distinguish it from morphemes other than
“EE” because “” was used phonetically. Anyway, in this case as well,
the components can be easily found just by looking at the characters.
However, in many cases, it is not so easy to find the components of
a character just by examining the graphic form of the character. One of
the causes of the problem is simplification of the graphic form of compo-
nents when they are assembled into characters. For example, “f£” (emi-

nent, exalt) looks like a combination of “ § ” and “Z” on the left and right,

1. In Mainland China, “” is a simplified Chinese character corresponding to “Z£”.
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namely “[{| { Z2”. However, “F ” (Small Seal form (/\3%) of Shuowen cor-
responding to “f”) seems to contain the component “ ¥ ” (/7 (be born,
living, raw)) inside the component “ & ” (“[#” (fall)), so that the structure
could be “iii Efﬁ 9& ”. Compared to the Small Seal form, Hanzi structure
of “f&” should be described as “fif%F”. Through this structural analysis,
we see that “fX” can be considered as being a simplified form of “f#” or a
component of it. As described above, there are two approaches to struc-
tural description: a structural description based on appearance and a

structural description based on etymological explanation.

To adopt the latter position, the etymological knowledge of the Chi-
nese character is required. However, characters with clear etymology
are only a small part of the whole, and the etymological data on many
characters are unclear or unknown.

3. Component Models

Historically, Hanzi structure descriptions (or the underlying analy-
sis) were written for humans. For example, Shuowen Jiezi (i L7
Shuowen), which is considered to be the oldest radical-based Chinese
character dictionary, describes the kinds of components that comprise
each compound character. The analysis of Hanzi structures in Shuowen
is based on the so-called six-categories classification model (75E) and
focusing on components motivated by pronunciation and meaning. In
this model, each component is considered to be derived from a charac-
ter, and each component is considered to (partially) inherit the phonetic
and/or semantic value of the original character.

In the twentieth century, Tang Lan (J##) proposed a new research
approach and the three-categories classification model (=3%&). He also
focused on graphemes that were not motivated by pronunciation or
meaning and named them “symbol characters” (%5 %; unmotivated
characters), see also Slaménikova (2019). Qiu Xigui GB# +) also made
great contributions to the study of symbol characters. Tatsuro Asahara
(IRJEERR) greatly contributed to Qiu Xigui’s approach by avoiding the
classification of components, and by proposing a symbolization (demo-
tivation) model based on a more relational viewpoint (Asahara, 1996).
According to this theory, instead of considering the classification of se-
mantic, pronunciation and symbolic components, it is assumed that as-
sociative keys connect characters and components motivated by mean-
ing and pronunciation (or act as symbolization filters to remove them).
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4. Productivity of Components

Based on Tatsuro Asahara’s view, when studying the functionality of a
component, it is important to focus on the set of characters that have the
same component, and to explore this component’s features (or the ac-
tual state of componentization) as a common tendency among them. In
other words, this can be viewed as a position that focuses on the produc-
tivity of the components. Tatsuro Asahara gave up explaining the problem of
hierarchical componentization, however, by focusing on the productiv-
ity of components, it may be possible to identify a composite component
acting as a functional unit by analyzing the corpus of the Hanzi struc-
ture described visually.

position: “fi{” is a phonetic component and “%” (woman) is a seman-
tic component) or as: “H{F I H & H” (visual decomposition). When
searching for characters containing “fi” in the CHISE-IDS Database®
(Morioka, 2015), only 50 characters were found in those included in UCS
(even limited to components, the following are found: "1 [l (Tidl)
M T T Theo TR Thely Tl Tl T Tl Tl Dty TBRD TR
Mai) "Wl Tl ). In contrast, only fifteen characters containing “fH £ H”
were found, all of which contained “j#” or some variant of it. Similarly,
in the case of “/f;,” many characters containing “f/ ” were found (such as
L B, B R R W L B B HR, < B, i
i, “Hi, B B <BE < 08 Bk B B B “B2. .., whereas
only three characters were found that contain “%”.

More detailed results are shown in Tables 1 to 12.

To perform this investigation, we introduced 12 rewriting rules,
transforming functional structures into apparent structures. Each table

corresponds to one of these rewriting rules:

Rule-111

Rule-112
Rule-121
Rule-122
Rule-131
Rule-132
Rule-210
Rule-411
Rule-414
Rule-511
Rule-611
Rule-612

2. https://gitlab.chise.org/CHISE/ids
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Each table consists of five columns. The first column (“char”) dis-
play the characters, the second column (“structure”) its structure, the
third column (“component”) the components, and the fourth column
(pn) indicates the number of character objects in the CHISE charac-
ter ontology that contain the given component. Columns other than char
are divided into upper and lower subrows. The upper subrow contains
information about functional structure and the lower one contains in-
formation about apparent structure.

The accuracy value is calculated by the following formula:

prz

do= — P 100.
* T Np(Nyr+ Npa)

Let S,r be a set of character objects in the CHISE character ontology
that have a functional component, and let Ny = 7(S,) (pz value of the
upper subline).

Similarly, let Sy, be a set of character objects in the CHISE character
ontology that have a apparent component, and let Ny, = #(Spa) (p7 value
of the lower subline).

Let Sp = SprU Spa, and let Np = n(Sp).

Let x of 4x and Ny be a variable to select f (functional) or @ (apparent).

Note that the CHISE character ontology is based on the Multiple
Granularity Hanzi Structure Model (Morioka, 2015; 2018a), so that each
number f-pz and a-pz denotes the plural glyph granularity of Chinese
characters such as abstract character, unified-glyph, abstract-glyph (‘%
#4), etc. In addition, the CHISE character ontology also includes char-
acter objects that cannot be unified by the existing CJKV Unified Ideo-
graphs of UCS. However, these tables show only representative glyphs
and abstract characters of UCS: <character> indicates abstract charac-
ters and characters without angle brackets denote representative glyphs.
Some abstract components unify multiple abstract characters, which are
expressed as: <A/A/">>.

TaBLE 1. £1lli LRB « il L i=i RB (111)

char  structure component p7r accuracy

/] 167 98.8
(—% 1 0.1

) 167 98.8
e 1 0.1
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JJJJ
\/\/\/\/\/

7/\/\/\/\/\

NN T T~

~ ~ ~— ~— ~—

77777

,,,,
\/\/\/\/\/

/\/\/\/\/\

))))))

W
GEEEEE

97.6

167

0.1

2
167

97.6
0.1

2

96.5

167

0.1

3
167

96.5
0.1

3

I, Wi, S, 0, BR)

Same
as
above

95.4
0.1

167
4
167

i

S

H

95.4
0.1

&

95.4
0.1

167

i

K

fifs, W), <H), fiFe

Same
as
above

92.1
0.2

167
7
167

i
7

92.1
0.2

7
167

L

~

89.0
0.4

10
167

89.0
0.4

10

=
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167 88.0
11 0.4
167 87.0
12 0.5
167 84.2
15 0.7
167 84.2
15 0.7
167 81.5
18 1.0
167 42.9
88 11.9
25 92.5
"""" R/ RK 1 0.2
25 92.5
SaVESY)! 1 0.2
() 25 85.7
B/N/R/AXZ (3 2 0.6
(B) RN& /5 /R (¥R 25 61.0
= KB/N/R/AXE (&) 7 4.8
: (k) 25 61.0
(#s) 7 4.8
(k) 25 61.0
(#) 7 4.8
i 20 90.7
e 1 0.3
Pk 20 90.7
Rk 1 0.3
IS 20 82.6
() 2 0.9
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B 20 69.4
Eiy 4 2.8

/A0 1 0.3

B Y 2 11

B 15 87.9

7 EE) 1 04
W 2 G os
RGO AN O A 1 0.4

Same (B0, (B, (), (A, D), (B, (&R0, (B9, (&), (&), (@), (28)

15 36.0
10 16.1
15 87.9
1 0.4
15 87.9
1 0.4
15 77.9
2 1.4
15 77.9
2 1.4
15 77.9
2 1.4
14 87.1
1 0.5
14 87.1
1 0.5
14 87.1
1 0.5
14 76.6
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14 54.3
5 7.0
14 54.3
5 7.0
14 54.3
5 7.0
13 86.2
1 0.6
11 84.0
1 0.7
11 84.0
1 0.7
11 71.6
2 2.4
11 71.6
2 2.4
10 82.6
1 0.9
19 81.9
2 0.9
19 68.2
4 3.1
9 81.0
1 1.1
9 81.0
1 1.1
9 66.9
2 3.4
16 79.0
2 1.3
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— 1~ 16 79.0
1§ (%) 2 1.3
(l/\—> (s 7 76.6

m 4 /m) 1 1.6

() 7 76.6
<%> =HZE 1 1.6
TABLE 2. {11 | RB < [{Il{I1{ | {1 RB (112)
Char structure component pn accuracy

1% sy Y 54 96.4

A B0 A/ RO R 1 0.1

( {@) KE) 0 54 96.4
Same (i), (iF), (&), 1%, I, (1), R, (L), (&)

e 54 93.0

A/ ROR 2 0.2

8o 54 93.0

% 2 0.2

8o 54 81.0

(&) 6 1.1

8o 54 81.0

(&) 6 1.1

8o 54 59.5

(£ 16 5.3

o 54 47.9

(£ 24 9.5

% 36 94.7

AR 1 0.1

{4 36 94.7

E3 1 0.1

above
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% 36 89.8

{lﬁ HAH 2 0.3
A 104 9 25.0
ﬂﬂc ALK 9 25.1
{04 9 16.7

ﬂ% ) 13 35.0

pr accuracy
65 97.0
1 0.1
65 97.0
1 0.1
65 94.1
2 0.1
65 94.1
2 0.1
26 92.7
1 0.2
26 92.7
1 0.2
26 86.2
2 0.6
26 86.2
2 0.6
26 80.4
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(7 26 75.1
(F7) 4 1.8
(7 26 75.1
(K 4 1.8
(74 26 70.3
FF 5 2.6
(%) 26 70.3
NIy 5 2.6
(%) 26 66.0
Ji 6 3.6
(%) 26 66.0
e B 6 3.6
() 26 62.1
e 2 7 4.5
(7% 26 44.4
iz 13 11.2
(7% 26 13.8
() 44 39.6
(7=) 22 91.5
i 1 0.2
(7=) 22 91.5
(g% 1 0.2
(=) 22 84.0
Uk 2 0.7
(=) 22 61.7
s 6 4.6
(=) 22 22.9
| 24 27.3
(=) 21 91.1
1 0.2
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() 21 91.1

s 1 0.2

(=) 21 83.4

NS 2 0.8

FS () 21 56.3

/7700 )R R - P

f& eD (=) 1 1
- /750 17NE G z o ul
- 21 91.1

ﬁ% e 1 0.2
’f 21 911

iy

/= 1 0.2
EE 21 83.4
2 0.8
21 56.3
ﬁé 7 6.3
Ly 14 87.1
() 1 0.5
14 87.1
(=) 1 0.5
Same >, <u£>, <IE_§>, JE
as
above
. 11 84.0
78 1 0.7
% 11 84.0
1 0.7
J% 11 71.6
2 2.4
11 47.3

W

5 9.8
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o = 11 41.9
= = s 6 12.5
TABLE 4. it 1 ADR « b1 A lll DR if D is not tare (122)
char  structure component p7 accuracy
b (%) 451 99.6
e T R/RB T /R AOR 1 0.1
(f) a/a/e/g (%) 451 99.6
£ AR /RE/E/B/B) 1 0.1
T /R /8B /BB /B
FENE) /) (%) 451 99.6
3t T / 1 0.1
T4 /R /00
5 113 93.3
ﬁE At 4 0.2
=) = 33 94.2
En k1 1 0.1
= (&) 23 91.8
ER Tep 1 0.2
(7 22 91.5
E o 1 0.2
(7 22 91.5
() T 1 0.2
o = 19 90.3
i1 TH R 1 0.3
'ﬁ;‘? T 19 90.3
O 1 0.3
Same ﬁg W, s, B, OB, e 0, (B
as
above
% i 19 81.9
=) 2 0.9
= 19 74.6
ﬁ% AR 3 1.9
H-I—; = 19 74.6
(5] () 3 1.9
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A 17 89.2
e YRR 1 0.3
A 17 89.2
B VR RE 1 0.3
), G, GRO, G, (D), (), (), (), B, (IR
as
above
o= A 17 80.1
5 H/40%E TH 2 1.1
(7=) (5 17 80.1
= H/40E THDE 2 11
E 7 12 85.2
J H JH 1 0.6
ﬁ 74 12 85.2
LIk 1 0.6
Same (&), (&), (&)
as
above
TABLE 5. illili E ¥ R « i1 E {{if R (131)
char structure component pr  accuracy
7 9 81.0
nEg’) 1 11
7 9 81.0
Eg ) 1 11
7 9 81.0
1@ 1 1.1
7 9 81.0
EQL VLY 1 1.1
7 9 81.0
MEC YL YE 3 1 1.1
=7 9 81.0
nEe S 1 1.1
=7 9 81.0
e 1 1.1
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5 9 81.0
SIES N 1 1.1
5 9 66.9
(18 2 3.4
""" TEF ABif A = non 7 (132)
char component p7 accuracy
R 145 98.6
}7% K 1 0.1
(%) <br71<> 133 98.5
........ OB /4K 1 0.1
i <Iﬁ> 133 98.5
Y T 0B /OA 1 0.1
Same D, 26, O, U, 48, ), ), 0, OB, A, O, O,
as ), (F), (R, (JEE), (FE), (f%), (%), (RE), (BE),
above ), (B
=) 97 98.0
() ) N 1 0.1
i ik 77 97.5
= 0N % 1 0.1
E%T? ik 77 97.5
~ ST S 1 0.1
Same JBE, JEE, JE, JBE, VS, B, BB, JBE, ) JEE EEJEE
as i, (), (B, (JEs)
above
ik 77 95.0
s
E i 2 0.1
i i 77 95.0
= =4 2 0.1
E,-iﬁ ik 77 95.0
E EORIE 2 0.1
(R 67 97.1
() RS 1 0.1
(R 67 97.1
<}¥> RO 1 0.1
= (R 67 97.1
<J%> R 1 0.1
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(R 67 94.3
) R 2 0.1
i 55 96.5
- 311 1 0.1
3 51 96.2
AL 1 0.1
3 51 96.2
e 1 0.1
(| 48 96.0
Jiit 45 95.7
() 1 0.1
Jiit 45 95.7
ek (B£) 1 0.1
Same E;"é, ['@:, @, E, @, J%'E, )%, }%, JEE
as
above
= Jii 45 91.7
= (2) 2 0.2
iz Jii 45 87.9
- =] 3 0.4
% s 43 95.5
I Ay 1 01
FE s 43 95.5
zﬁ i',','",'fj:hz( 1 0 ]_
Same (), (B2, (5&), (B9, (B5), (Fm), Jis
as
above
i s 43 91.3
EL S H 2 0.2
Ji 43 91.3
<H:ﬁ> L o 2 0.2
Same (%% ()
as
above

Fﬁ 43 87.4

[
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Fm 43 87.4
re 3 0.5
43 87.4
i 3 0.5
43 80.3
(e 5 11
=5 35 94.5
<E§> 1 0.1
(ER) 35 94.5
e 1 0.1
Same
as
above
ﬁ 34 94.4
1 0.1
£33 34 94.4
<E§> 1 0.1
Same
as
above
(R 34 89.2
<J§> =) (€= 2 0.3
Jﬁ (FR) 34 89.2
= I/ 7 ) =R 2 0.3
< **> (FR) 34 89.2
L= J~ /7 )RR AR 2 0.3
E (fE) 31 93.8
A H 1 0.1
FE (fE) 31 93.8
= JEE UEO 1 0.1
Same E, IE, Jg, Frg, F:%, ()
as
above
ﬁ () 31 88.2
: SN B 0.4
,g (fE) 31 88.2
t S ) 0.4
Same

as
above
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¥ 29 93.4
AR 1 0.2
6} 29 93.4
A 1 0.2
¥ 29 87.5
HfTH 2 0.5
¥ 29 82.1
TR 3 0.9
it} 29 82.1
= BN 3 0.9
JAk 27 93.0
EIRRE 1 0.2
.3 24 92.2
=k 1 0.2
.3 24 92.2
DR 1 0.2
& 21 91.1
EUEND 1 0.2
() 20 90.7
=) 1 0.3
() 20 90.7
() 1 0.3
() 20 90.7
H—g/a/e/n 1 0.3
() 20 82.6
T 2 0.9
() 20 82.6
(Z) 2 0.9
(F) 20 82.6
! 2 0.9
) 20 52
() 68 59.8
(=) 20 4.0
m 80 64.0
J73: 16 88.6
ik 1 0.4
J 16 88.6
E E () 1 0.4
Jik 16 88.6
R 1 0.4
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16 88.6
1 0.4
Jk 16 79.0
IR 2 1.3
J& 16 79.0
77V ) 2 1.3
BR 16 88.6
R 1 0.4
3 16 88.6
R 1 0.4
JiE 10 82.6
UENE) 1 0.9
JiEE 10 82.6
I 1 0.9
JiE 10 69.4
I H 2 2.8
(R 10 82.6
EIRA 1 0.9
(R 10 82.6
HRFE 1 0.9
(R 10 69.4
Rt 2 2.8
JiF 9 81.0
i 1 1.1
fiF 9 81.0
T 1 1.1
Same }%, &
as
above
JiF 9 56.3
5% e 3 6.3
F;‘-.: JiF 9 47.9
L fis 4 9.5
JE e 9 81.0
() 1 1.1
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}T_‘ 9 81.0

79.0
1.3

76.6
1.6

76.6
1.6

76.6
1.6

76.6
1.6

Wk e/ 4E /AR A EG ot /AT /AF /AR

_- NN =N =, =] =

I 3<it/Jl/‘|Il‘/iF/:|J:>X i:...5<it/Lt/ﬂ‘/iP/jt>X
Same U:‘f% (=

49.0
9.1

34.0
17.4

| W

TABLE 7. LBR (210)

char structure component p7~ accuracy

40 95.2
1 0.1

40 95.2
1 0.1

40 90.7

40 90.7
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- () 40 86.5
(i) 3 0.5
=n () 40 86.5
e = 3 0.5
Same
as
above
<§J-L> (%) 40 82.6
HEX 4 0.9
wp 32 94.0
&X 1 0.1
E N 4 32 94.0
AxX % = 1 0.1
Same %, #, 7%, %
as
above
2 32 88.6
L = 2 0.4
21 H 32 88.6
BX & 2 0.4
Same &%, ¥, X, X
as
above
4 H 32 83.6
X = 3 0.8
= 32 83.6
x 3 0.8
a1 32 83.6
X 3 0.8
=n 32 79.0
X 4 1.3
- 32 79.0
AX 4 1.3
P 28 93.2
@ (5 /H) 1 0.2
e 20 90.7
(FA) ) /e E/H 1 0.3
& 20 82.6
() L)/ DR/ H) 2 0.9
= 25 20 51.0
(FR) 5 /D) 8 8.2
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11 84.0
1 0.7
11 84.0
1 0.7
11 71.6
2 2.4
11 71.6
2 2.4
11 71.6
2 2.4
10 82.6
1 0.9
10 82.6
1 0.9
7 76.6
1 1.6
7 76.6
1 1.6
7 60.5
2 5.0
7 60.5
2 5.0
7 60.5
2 5.0
7 76.6
1 1.6

TABLE 8.
char structure component pn accuracy
(i) P i 199 99.0

[zl Y 51 [ym) 1 0.1

(0 & 199 84.1
ol Y 18 0.7
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Same
as
above
above
== 97.9
Fx 0.1
% 97.9
0.1
Same
as
above
= ® 185 92.8
R I 7 0.2
% 153 98.7
(i) i 1 0.1
. i 83 97.6
() OV X /i 1 0.1
31 93.8
<@> asa— 1 0.1
31 93.8
<ﬂ> 1 0.1
= 31 88.2
= 2 0.4
31 88.2
<E> 2 0.4
= 31 88.2
<E> 2 0.4
= 21 91.1
= 1 0.2
% 21 91.1
- 1 0.2
Same BB, % (HD (B (80, (B (), (8B) (8]), (BB)
as
above
LS 21 83.4
EmmAR 2 0.8
a5 21 83.4
AR 2 0.8
=5 21 76.6
(52) 3 1.6
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% 5 21 49.0
% (=) 9 9.1
5 21 38.1
<%> 7% 13 14.7
% ¥ 17 89.2
i R 1 0.3
e pas 17 89.2
77 . R 1 0.3
Same H, #, 4, £ I K, H 9 K H (H)
(i 12 85.2
"""" Fll i 1 0.6
il 12 85.2
ERI 1 0.6
12 73.5
2 2.1
12 73.5
2 2.1
12 85.2
1 0.6
11 84.0
1 0.7
11 84.0
1 0.7
TABLE 10. I LRBA -> LARB (511)
char  structure component p7 accuracy
]] (% 43 95.5
HsEs 1 0.1
() 43 95.5
HEICIE] 1 0.1
#) (D, () (B (8 (8 (8
() () G CED (D (),
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43 91.3
2 0.2

43 91.3

2 0.2

43 87.4

3 0.5

43 87.4

3 0.5

43 87.4

3 0.5

43 87.4

3 0.5

19 90.3

1 0.3

19 90.3

1 0.3

B2 19 81.9

Hisks 2 0.9

E= 19 81.9

HEHs 2 0.9

75 19 74.6
= 3 1.9
5 19 74.6
= 3 1.9
g5 19 74.6
== 3 1.9
10 82.6

= 1 0.9
o 10 82.6
&= 1 0.9
B35 10 82.6
= 1 0.9
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= 10 82.6
PSS 1 0.9
= 10 69.4
H5%0s 2 2.8
k= 10 69.4
TN 2 2.8

TaBLE 11. i1 A {1 LRC « 1 A il LCR (611)
char structure component p7 accuracy
30 93.7
1 0.1
30 93.7
1 0.1
30 82.6
3 0.9
23 91.8
1 0.2
23 91.8
1 0.2

84.6
0.7

88.6
0.4

88.6
0.4

76.6
1.6

60.5
5.0

JR/R/AD 7

B/N/R/T T GB/R/R/AN

R
SR RN
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7 60.5
() 2 5.0
= 7 76.6
A 1 1.6
=1 7 76.6
1 1.6
— 7 60.5
HIA 2 5.0
TABLE 12

char structure component p»n  accuracy
HER TODEGER) 1 4.0
(E) G 4 64.0
R (92RE 3E:=N 1 4.0
(2) G0 4 64.0
A TR AR 1 4.0

In many cases, especially in the trivial ones, the accuracy of the func-
tional structures is high. Often these results are also consistent with the
etymological structure. For example, in the case of “fii” (table 2), the ac-

curacy of 1 is lower than the accuracy of [{} i %&. In fact, {{] {i & seems
to correspond to the etymological structure. However, since these re-
sults were calculated with respect to a simple count of the number of
CHISE character objects, productivity of a component was divided by
the number of glyph-variants of the component. For example, compo-

ES » GES » (eSS » «eS » «es »

nent {§i) is written in various forms such as “5&,” “Bi,” “B,” “Bi,” “5,
“B,” “BR,” B “BR “i,” etc. As the result, the productivity of apparent
components (HiIHxFL, HHHxH, etc.) increases and the accuracy of the
functional structure decreases. Therefore, if information on variant-
relations is available, it is better to normalize the glyphs (close to the

original forms), its structure and components.

5. Conclusion

Structural description of Chinese character should be based on Chinese
character analysis (Chinese character studies), like grammatical analy-
sis of natural language. For this reason, it is desirable to describe Hanzi
structure based on etymological explanations. Etymological knowledge
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is required to perform the task, however this information is missing for
many atypical Chinese characters, in fact the majority of CJKV Unified
Ideographs of UCS.

On the other hand, if we consider the “(degree of) componentness”
of Chinese characters, a (candidate for) component that produces more
Chinese characters is more likely to be considered as an actual com-
ponent. Considering components with respect to productivity does no¢
require any etymological knowledge on characters and therefore can be
calculated whenever we have a dataset of Hanzi structure descriptions
at our disposal.

Based on this hypothesis, we conducted an experiment using the
structural data on Chinese characters from the CHISE character on-
tology. As a result, we found that components based on etymological
knowledge are more likely to have a higher productivity.
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The Development
of the Description of Punctuation
in Historical Grammar Books

Tomislav Stojanov

Abstract. The central thesis of this paper is that the evolution of punctuation re-
veals many interesting sociolinguistic aspects of a language. Studying punctua-
tion can offer us new insights into the development of language codification, the
relationship between speech and writing, the socio-cultural circumstances of a
specific epoch, and it can even contribute to contemporary descriptions of ortho-
graphic prescription. On the history of the development of punctuation, several
key titles have been written that take into consideration different text sources,
periods and languages, e.g., Parkes (1992), Salmon (1999), and Mortara Garavelli
(2008). In this paper I aim to contrastively explore descriptions of punctuation
found exclusively in a selection of prototypical and accessible grammar books
from the time of Antiquity to the Enlightenment through the perspective of his-
torical ‘comparative standardology’ (Joseph, 1987), an approach that Deumert
(2003, p. 1) claim has rarely been explored systematically. I have analysed five
grammar books from Antiquity, fourty from Renaissance Humanism (twenty-
one Latin and nineteen vernacular), and twelve grammar books from the En-
lightenment. The three analysed factors—the grammar-book function, the diver-
gence of punctuation from grammatical teaching to orthographic content, and
the transformation of punctuation into written characters—were recognized as
the most significant legacies of grammar books in the evolution of punctuation
and in its transformation into the function, status, and application as we know
it today. Supported by the constant evolution of literacy, the number of punctu-
ation marks has been steadily increasing. The observation of historical punctu-
ation in de jure and de facto normative orthographies or grammar books shows
the strong link between the socio-cultural context and punctuation-related de-
scriptions or prescriptions.

1. Introduction

Not all modern European languages have government-authorized ortho-
graphic manuals that standardize writing. Written standards have been
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established lexicographically either through general lexicography (e.g.,
English, French, Italian, and Spanish) or separate spelling dictionaries
(e.g., Danish, German, Slovenian, and Russian). However, this was not
the case throughout the history of language. Grammar books have as-
sumed a central role in the process of language codification. Therefore,
old grammar books provide numerous interesting insights into culture,
the history of education, the evolution of linguistic thought, etc. (Law,
1997). By observing the history of punctuation in old grammar books
through various socio-cultural circumstances and other factors in dif-
ferent epochs, we are able to learn more about the evolution of lan-
guage description and prescription. A still-present practice of dividing
punctuation marks into two classes—at sentential and word level—can
be explained by an ancient differentiation between distinctiones and no-
tae.! Furthermore, the principles on the basis of which contemporary
punctuation norms have been established (cf. Salmon (1962, p. 348) and
Salmon, 1988), have their origin in the rhetorical and grammatical func-
tion of punctuation.?

The status and meaning of orthography and punctuation have
changed throughout history. Orthography used to be a constituent part
of many historical grammar books, whereas descriptions of punctuation
were more seldom. For example, the majority of the grammar books
of Latin in Renaissance Humanism analysed here considered orthogra-
phy a component of grammar, with its own unit named /ittera. In or-
der to quantitatively depict the relations between orthography, punctu-
ation, and other grammatical entities, I will here present the search re-
sults of several key words in the monumental Lexicon Grammaticorum that
spans 1,728 pages. The word punctuation has 34 instances, orthography
with its derivatives appears 485 times (spelling 270), as compared with
656 occurrences of morphology, 780 of semantics, 1,305 of phonetics,
1,236 of dictionary and 1,385 of syntax. This roughly exposes which top-
ics have been dominantly linked with descriptions made by the world’s
most representative grammarians.

The most comprehensive exploration of the development of histor-
ical punctuation in Europe can be found in Parkes (1992) and Mortara
Garavelli (2008). Wingo (1972) wrote an excellent treatise of Latin
punctuation in the Classical Age. The evolution of English punctua-

1. One example is Babi¢, Finka, and Mogu$ (2004), a standard orthographic man-
ual of Croatian. The sentential (Croatian recenicni znakovi) and the orthographic
marks (Croatian pravopisni znakovi) are the same characters (e.g., period, comma,
colon, etc.) with the difference that the first are separate sentences and the latter
affect the pronunciation or meaning of a word.

2. For instance, one of the disputes during the 1960 Novi Sad spelling reform of
Croatian was a switch in the prescription of the use of punctuation from a ‘grammat-
ical principle’ to a logical (‘free’ or rhetorical) principle. Cf. Jonke (1962) and, earlier,
Guberina (1940).
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tion from 1476 to 1776 has been analysed by Salmon (1999). Both latter
sources included grammar books in their studies and points for further
reading. However, a contrastive exploration of the description of punc-
tuation specifically in grammar books, as the most influential represen-
tations of written norms in language history, is still lacking.

The most common way to categorize grammar books is in terms
of the well-known historical epochs of Western civilization. From the
punctuational point of view, this periodized approach yields an un-
wanted gap in the typology, since grammar books, such as those written
under the influence of Rationalism (the so-called universal or the philo-
sophical grammars), do not include descriptions of punctuation at all.
Therefore, I have adopted a more specific classification, proposed by
Vogl (2012: 22), which was created to depict the emergence of a stan-
dard language ideology:

1. the emergence of ‘uniform written languages’ in the Middle Ages;

2. the emergence of a ‘correctness ideology’ in Early Modern times
(‘language and norm’);

3. the instrumentalization of ‘correct languages’ as vehicles of identity
politics and the politics of democratization in the eighteenth and
nineteenth century (‘language and nation’);

4. the devaluation of everything non-standard in the nineteenth and
twentieth century (‘the best variety’).

For a discussion on punctuation in grammar books, the fourth period
is not relevant, since punctuation eventually became separated from
grammatical teachings and reached its orthographical status in the third
phase. This standard-language-ideology timeline corresponds to the
historical socio-cultural periods. The emergence of ‘uniform written
languages’ is linked to Antiquity and the Middle Ages; the emergence
of a ‘correctness ideology’ matches up with Renaissance Humanism; and
the relationship between language and nation was established in the age
of Enlightenment.

2. Methodology

The selection criteria for grammar books was defined according to the
grammar-book prototypicality, availability, edition, and the language
status today.

3. I would like to point out here more useful sources for the study of (historical)
punctuation. Houston (2013) is an interesting and a well-written popular scientific
book on the evolution of numerous punctuation marks from Antiquity to the modern
era. One important source for modern grapholinguistic studies on punctuation and
its typology is Gallmann (1985).
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Prototypicality refers to an attempt to include the relevant gram-
mar books for a specific period, language, or country. While searching
for them, I have used many sources of both historical and modern lin-
guistic literature, such as Walch (1716) and Law (1997) for Latin, Mars-
den (1796), Howland Rowe (1974), and Horst (2016) for vernacular lan-
guages, and Kovachich (1786), Marsden (1796), Swiggers (2001), and
Hafller and Neis (2009), for the Enlightenment period. I found some
sources during my own search.

Availability can be exemplified by the case of Dévai Bir6 Matyas, who
(Kamusella, 2009, p. 122) defines as the first grammarian of Hungarian
in 1538. I could not find this grammar book, and instead used Sylvester
(1539), a book one year younger.

To gain a methodologically consistent picture of the state of
grammar-book descriptions of punctuation in vernacular languages,
I used the criterion of the first printed grammar books in 19 available
languages. The abovementioned Howland Rowe (1974) was particu-
larly useful because of his comparative research into the first vernacular
grammars of the sixteenth and seventeenth century for 63 languages.
I have adopted his methodology of grammar-book determination and
the list of grammars with two differences. Instead of the Hungarian
grammar of Molnér (1610), I studied the earlier Sylvester (1539), and
instead of the Portuguese grammar of Barros (1539), I considered the
seven-year-older grammar of Oliveira (1532).

The last criterion was that I reviewed only languages that are offi-
cially used on a national level in Europe today, excluding minority and
regional languages. The consulted grammar books are listed in the pri-
mary bibliography. There are five grammar books from Antiquity, 40
from the Renaissance Humanist era (21 Latin and 19 vernacular), and
12 from the Enlightenment period, which describe a total of eight lan-
guages.

The text sources of the grammars from the period of Antiquity were
the Corpus Grammaticorum Latinorum webpage (sadly unavailable for
some time now,?), the Greek Wikisource page® with Dionysus Thrax’s
Grammar, the Documenta Catholica Omnia website,® Davidson (1874),
Copeland and Sluiter’s selection of translated texts published in 2012,
Barney et al. (2006), and the Google Books service.

4. http://kaali.linguist.jussieu.fr/CGL.
5. https://goo.gl/oyQRVB.
6. http://www.documentacatholicaomnia.eu/.
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3. Antiquity

On punctuation, Aristotle commented in the fourth century BCE that,
‘It is a general rule that a written composition should be easy to read
and therefore easy to deliver’. The reason why he included a discus-
sion on punctuation in his book on rhetoric was obvious—according to
Aristotle, one had to be skilled in rhetoric to punctuate a text.” Since
proper punctuation was considered a skill of knowledgeable people, it
logically appeared in the oldest preserved grammar of Greek, at the turn
of the second to the first century BCE, Dionysus Thrax’s Art of Grammar
(Téyvy ypapparony). It has 25 parts, two of which relate to the punctuation
content: part (IV) on signs for clauses, and part (V) on the difference
between the period and comma in terms of the criterion of time, i.e.,
the pause. The longest clause was the period (Greek mepiodog), which
was marked by a high dot; a medium-long clause was the colon (Greek
u@Aov), which was marked by an intermediate dot; and a short clause was
marked by an underdot, or the comma (Greek xduue). The three basic
punctuation marks represent syntactical and rhetorical units that indi-
cate the manner of speaking, since texts in Antiquity were written in a
continuous series of capital letters without blanks (Lat. scriptura continua).

This was adopted by the Roman grammarian Aelius Donatus, who
wrote two Latin grammars (350 CE). 4rs maior is an extended work and
includes the chapter “De distinctionibus,” which discusses the three po-
sitions of the separator character: high (Lat. distinctio), low (Lat. subdis-
tinctio), and middle (Lat. media distinctio). Priscianus Caesariensis wrote
Institutiones grammaticae around the year 520 CE and did not describe
punctuation marks or other written characters.

Even though it is not a grammar book as such, but a medieval ency-
clopaedia, Isidore of Seville’s Etymologiae from the sixth to seventh cen-
tury was a highly influential book (or rather collection of books), among
which the first one was dedicated to grammar. It is divided into 44
chapters, three of which relate, more or less, to what we would today
associate with punctuation: De posituris (XX), De notis sententiarum (XXI),
and De notis vulgaribus (XX11). De posituris is about punctuation, although
Isidore, according to Aristophanes and other grammar-book precursors,
continues to consider the comma, colon, and periodos to be parts of sen-
tences, which led Barney et al. (ibid., p. 74) to translate these terms
as clause, phrase, and sentence. De notis sententiarum deals with 26 sentence
marks of ‘critical reading’ (asterisk, paragraph, quotation marks, etc.).
De notis vulgaribus describes symbols that mark syllables and words.

7. “To punctuate Heracleitus is no easy task, because we often cannot tell whether
a particular word belongs to what precedes or what follows it.” Both Aristotle’s cita-
tions are translated by W. Rhys Roberts and found in Barnes (1991, p. 114).



718 Tomislav Stojanov

In Ars grammatica (ca. 798), Alcuin divides grammar into 26 types,
among which there are punctuation marks (positurae), critical marks (n0-
tae), orthography, etc. Alcuin does not list them, but defines them—
punctuation marks are, in Copeland and Sluiter’s (2012) translation,
‘points to distinguish meanings’. Critical marks symbolize ‘certain
marks, either to abbreviate marks, or to express meanings; or they are
used for a variety of reasons, such as the obelus <+> in Holy Scripture,
or the asterisk <*>’.

4. Renaissance Humanism

4.1. Punctuation in Latin Grammar Books

In order to analyse the status of punctuation in Latin grammar books,
I have looked at three aspects: (1) the definition of a grammar, (2) the
content of the orthographic chapter, and (3) the description of punctu-
ation. A total of 21 Latin grammar books, from the oldest one, Nebrija’s
in 1481, to Golius’s in 1636, have been reviewed in more detail in Table 1.

The authors of the 12 Latin grammar books consider orthography a
constituent part of grammar, equal with prosody, etymology (i.e., mor-
phology and word formation) and syntax, with their respective units
littera (letter or sound), syllaba (syllable), dictio (word), and oratio (clause).
These are Nebrija, Cochlaeus, Curio, Melanchthon, Ramus, Valerius,
Crusius, Alvares, Caucius, Frischlinus, Sanctius, and Golius. Liftera is
the ‘sound which becomes separate by writing’ (vox, quae scribi potest indi-
vidual, Nebrija), while Scioppius goes even further by identifying littera
as the basic unit of orthoepy, which was a synonym of orthography. The
teaching on littera, the basic unit of orthography, is fundamentally about
sounds. The grammatical content of /iftera in grammar books in this
period is a division of letters and sounds, the difference between the let-
ters K and Q, Z, and Y, discussions over the letter X, double letters, the
arrangement of letters, diphthongs, and pronunciation of consonants
with the sound 5, etc. However, in spite of the /ittera definition and de-
scription, many grammarians define orthography as the art of writing
correctly (ars [recte] scribendi, e.g., Nebrija, Curio, Crusius, Frischlinus,
Golius), with prosody, etymology, and syntax being described as an art
of speaking correctly (ars [recte] loquends).’

The orthographic content in a wider sense (including the annexed
chapter by Camerarius in Melanchthon’s grammar book) encompasses
the following 12 units in Latin grammar books:

8. An overview of the orthography and grammar definitions from the reviewed
period can be found in HaRler and Neis (2009, pp. 1716-1730).
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1. teachings about littera;
. the division of distinctiones into a comma, a colon, and a period;
. marks (notae): question mark, exclamation mark, round brackets, di-
aeresis, hyphen between words, hypodiastole, accent marks;
. apostrophe;
. capital and minuscule letters;
. the abbreviation of writing;
. the division of words into syllables;
. spelling variants (e.g., ad/at, obstitit/opstitit);
. deviations in writing or general spelling mistakes;
. rhetorical figures (de figuris orthographbicis) and deviation from usual
writing: adjectio, detractio, transmutatio, and immutatio;
11. three theoretical perspectives: tradition (autoritate), etymology (nota-
tione), and correctness (proportione);
12. an orthographic glossary with a list of Greek names that were trans-
ferred into Latin differently.

W N

[=INI--IEN [« ¢, Y

Based on the description, on the characters that are included, and on its
location in grammar books, punctuation teaching can be divided into
four categories. These can even be named as stages in the evolution of
punctuation. Each grammar book belongs to a single category, except
for Valerius, Frischlinus, and Camerarius, which share features from the
third and fourth categories.

(a) grammar books without a description of punctuation;

(b) grammar books that inherited a description of punctuation from An-
tiquity with three basic characters—comma, colon, and period;

(c) grammar books with five basic punctuation characters—the three
abovementioned marks plus the question mark and parenthesis;

(d) grammar books with innovative approaches to the description of
punctuation;

Ten grammarians belong to the first category (Aventinus, Brassicanus,
Lancilotus, Linacre, Scaliger, Ramus, Alvares, Caucius, Sanctius, and
Scioppius).

The interest of Latin grammarians and prominent orthographers
during the Renaissance Humanist period was intrinsically bound to
Greek and its written history, and they thus inherited teaching from
the Antique period. Some Latin grammarians consistently followed
the ‘traditionalist’ grammatical teachings on punctuation (Clenardus,
Melanchthon, and Sanctius) and they all belong to the second category.
All three authors described punctuation as a syntactic phenomenon—
the three basic characters (comma, colon, and period) were within or
immediately followed the syntactic chapter.

Alsted and Golius belong to the third category, with five punctua-
tion marks (comma, colon, period, plus question mark and parenthe-
ses), which were explained both syntactically (partes periodi) and respi-
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ratorily (notae respirationes). Both of them grouped the period, colon, and
comma into the respiratory characters, while the question mark and
parentheses were sentence characters of sound change (notae mutationis
soni), as defined by Alsted. There are more grammarians that we asso-
ciate with this group—Manutius, Frischlinus, Valerius, Camerarius, and
Curio. Unlike Alsted and Golius, their description of punctuation went
beyond the solely rhetorical or syntactic. Instead of a description of
speech finiteness or perfection, which was a typical grammatical aspect
of punctuation in Antiquity, the punctuation content was no longer in
the syntactic part, but (1) among grammatical foundations—at the end
of the first book on grammar essentials (Valerius); (2) at the end of the
book (Manutius), together with accents and meter; (3) as part of the or-
thography chapter (Curio, Frischlinus), or within the orthography an-
nex of the grammar book (Camerarius).

The last, fourth category of punctuation among the Latin grammari-
ans happened when the punctuation set was enlarged with other charac-
ters. These are characters that denote pronunciation—accents, diaere-
ses, apostrophes, marks for long and short syllables, and hyphens (Va-
lerius, Golius). Furthermore, these characters signal an even stronger
influence of the written language, which would become more obvious in
vernacular grammar books: capital letters (Frischlinus) and paragraph
marks, obelisks, and asterisk signs (Camerarius).

The period, colon, comma, question mark, and parentheses were
fundamental features in punctuation descriptions found in sixteenth
century Latin grammar books. The exclamation mark appeared much
later—first in Alsted (1610), and then in Golius (1636), even though an
‘effect of admiration’ is mentioned in Manutius (1507)—an author who
considerably influenced today’s punctuation standards in his famous
work as an early printer and typographer.

Just three grammarians described punctuation within orthography.
The first was Curio (1546), and next came Camerarius, the author of
the orthography chapter that featured as an annex in Melanchthon’s
grammar book. (Melanchthon did not consider punctuation part of or-
thography, however.) This annex was printed eight years before Aldus
Manutius’s Orthographiae ratio (1561) and can be regarded as one of the
oldest printed orthographic manuals of Latin. The third grammarian
was Frischlinus (1586).

4.2. Punctuation of the First Vernacular Grammars

Latin continued to be the language of science in the fifteenth and six-
teenth century, and so it was the starting point for describing vernacu-
lars. Most vernacular grammar books used Latin as their metalanguage
(12 out of 19). The teaching of vernacular grammars was completely in-
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herited from Latin grammar books. One reason why vernacular gram-
mars rely on Latin grammars so strongly probably lies in Law’s expla-
nation: the more the description of a language was similar to Latin, the
more successful the grammars were (Law, 2003, p. 234). This is why
the first Nordic grammar books were even literally translated pursuant
to Donatus’s Ars minor (Hovdhaugen et al., 2000, p. 10).

However, the status of punctuation in vernacular grammar books re-
veals an interesting pattern related to grammar-book function. While
Antique grammars were oriented towards the native speaker, the ver-
nacular grammars placed the foreign language speaker at their centre.’
One aspect of language learning and tutoring found in vernacular gram-
mars is their including a key to understanding the function of punctu-
ation in them. I have analysed 19 vernacular grammars in their first
editions in relation to one of the most important socio-cultural factors
of that time—religion. Table 2 shows the language and metalanguage of
grammar books, the religious background and information on the inclu-
sion of the description of punctuation.

For a grammar book such as this, whose author was among the ranks
of the Catholic Church and was working towards the ultimate goal of
supporting (re)evangelization and spreading the faith, punctuation was
of secondary importance. Grammar books were aimed at missionaries
and priests who needed to learn the vernacular, and who were starting
from Latin. Since the Jesuits were in charge of this process, they de-
cided to typify the Latin grammar (Alvares 1572) and to complement
it with data from local languages. If Alvares’s grammar had had any
punctuation-related content, this would certainly have been transferred
to the vernacular grammars that were modelled on it. It did not because
the written language was not vital knowledge for the Catholic Counter-
Reformation or Revival, which prioritized preaching, i.e., the spoken
language. Four Catholic grammar books were analysed, among which
three did not have any description of punctuation—Portuguese (Oliveira
1532), Croatian (Ka$i¢ 1604) and Irish (Maolmhuaidh 1677). One ex-
ception is Albertus (1573), albeit with the important detail that Albertus
converted from the Protestant to the Catholic faith five years prior to the
book being printed, which tentatively suggests it was written under the
influence of Protestantism and different socio-cultural circumstances.

Likewise, the practical reason of learning a new language under-
pinned the secular grammars. The spoken language was once again
more important to pilgrims, traders, diplomats, and other travellers.

9. Law (1997, p. xi). This is valid for the grammars that employ the Latin metalan-
guage. For the others, which were written in vernaculars, Vogl (2012, p. 20) explains
that ‘these grammars were not meant for foreign language learners, but for speakers
of (a variety of) the languages to whom the authors of the grammars wanted to teach
a “correct” version of their mother tongues.’
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TABLE 2. Review of vernacular grammars

Work Language Metalanguage Religious Descr. of
background punct.
Nebrija (1492) Spanish Spanish Secular No
Giovanni Francesco Italian Italian Secular No
Fortunio (1516)1°
Barclay (1521) French English Secular No
Oliveira (1532) Portuguese Portuguese Catholic No
Optat et al. (1533) Czech Czech Protestant Yes
Sylvester (1539) Hungarian Latin Secular No
Statorius (1568) Polish Latin Protestant No
Albertus (1573) German Latin Prot. > Cath.  Yes
Spieghel (1584) Dutch Dutch Secular No
Bohori¢ (1584) Slovenian Latin Protestant Yes
Bullokar (1586) English English Secular No
Kasi¢ (1604) Croatian Latin Catholic No
Portius (1638) Greek Latin Secular No
Petraeus (1649) Finnish Latin Protestant No
Jonsson (1651) Icelandic Latin Secular No
Pontoppidan (1668) Danish Latin Protestant Yes
Maolmhuaidh (1677) Irish Latin Catholic No
Tiillmann (1696) Swedish Swedish Protestant Yes
Ludolf (1696) Russian Latin Secular No

None of the nine secular grammar books explored here contained de-
scriptions of punctuation. Unlike Catholicism, Protestantism relied
heavily on printing and on spreading the written word. In the period
from 1521 to 1545, 30.2% out of 5,651 printed books related to the ref-
ormation, and 17.6% to the Catholic doctrine. In the first half of the
reviewed period, as much as 46% of all printed books related to reforma-
tion (Crofts, 1985, p. 373). These vernacular grammars attached more
importance to punctuation because reading also became an important
purpose for using the language. Most of the first vernacular grammars
(four out of six), whose authors belonged to the Protestant priesthood,
contain a description of punctuation to a smaller or greater extent.
Except for the five basic Latin punctuation marks, three more were
included in this period: the hyphen, semicolon, and exclamation mark.
The Czech grammar book introduced a hyphen at the end of a line,
which illustrates a typographical influence on punctuation and the next
step towards its separation from speech. The Danish grammar was
the first to include the semicolon and exclamation mark (signum admi-
rationis). The number of pages with a description of punctuation rose:

10. The first edition dates from 1516, however, I have used the edition from 1545.
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while punctuation was listed on one to two pages in Latin grammars,
the vernacular grammar book contained punctuation descriptions span-
ning from two and half to six pages (Czech—five pages, Slovenian—five
pages, Danish—six pages, Swedish—two and half pages). All the gram-
mar books included punctuation in the chapters on orthography. There
was no notable correlation between a vernacular grammar’s metalan-
guage and the description of punctuation.

5. The Enlightenment

One of the most obvious manifestations of the Enlightenment in Eu-
ropean countries was the introduction of mass and compulsory pri-
mary education (Prussia 1763 and the Habsburg Monarchy 1774) and the
establishment of national language academies (the Netherlands—1766,
Russia—1783, Spain—1713, and Sweden—1783) or ministries of educa-
tion (Poland—1773) with the goal of issuing normative grammars and
establishing prescriptions concerning language use.

Among the first grammar books commissioned by language acad-
emies or other authorities with the goal of being normative and au-
thoritative, the Russian (Lomonosov 1757), Polish (Kopczynski 1778),
and Swedish (Sahlstedt 1769) grammar books included a description of
punctuation. The half page on Russian punctuation encompasses the
five basic marks, together with the semicolon, hyphen, and exclamation
mark. Punctuation was called ‘line characters’ (Russian cmpounsie 3naiu)
and described in the second part of the book O umeniu u npasonucaniu
pocciuckoms (‘On the reading and spelling of Russian’). Punctuation
marks were named ‘orthographic marks’ in Polish (znamiona pisarskie) or
notae ortographicae, with the Latin explanation in brackets, and described
across two-and-a-half pages in the third part on grammar O Zramionach
(‘On marks’). They were the same as in Russian, while also including
three footnote marks (1, a, *). The description of punctuation in Swedish
is included in the last, sixteenth part of the grammar book (Swedish:
Om Skiljetecknen och andra uti skrifwande brukliga, ‘On punctuation and other
writing habits’). It spans two-and-a-half pages and does not include the
question mark among the five basic marks, but does include the semi-
colon, apostrophe, and diaeresis. Sahlstedt did not use the term ‘orthog-
raphy’ in his grammar book.

The first normative grammar of Spanish, Gramadtica de la lengua castellana
(1771), and Dutch, Nederduitsche Spraakkunst (1805), both commissioned by
their respective national academies, do not include punctuation, only
because the normative orthographic manuals had already been pub-
lished (Orthographia Espafiola for Spanish in 1741 and Siegenbeek for Dutch
in 1804).
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The Prussian government commissioned Johann Christoph Adelung
to create a school grammar, which appeared in 1781 with a highly struc-
tured chapter on orthography, which included punctuation-related con-
tent. Adelung’s description of orthography is in terms of a completely
independent unit that he placed at the end of his grammar. It appeared
in a separate publication entitled Grundsitze der Deutschen Orthographie one
year later (1782). His fourand-halfpage-long subchapter on punctuation
is divided into three categories: the first includes the question mark and
the exclamation mark, the second the period, colon, semicolon, and the
comma, and the third the quotation marks, the hyphen (Theilungszeichen)
as <=> or <->, round and square brackets, the ellipsis (das Zeichen einer
abgebrochenen Rede), the en-dash (Gedankenstrich) or <—>, and the apostro-
phe.

The school reformer under the rule of Maria Theresia, Johann Ig-
naz Felbiger, issued a German normative grammar in 1774, which did
not include content pertaining to orthography or punctuation because
it came out in the same year as a separate, also normative orthographic
manual (Felbiger’s Anleitung zur deutschen Rechtschreibung: zum Gebrauche der
deutschen Schulen in den kaiserlich-kiniglichen Staaten in 1774). Felbiger’s gram-
mar served as a template grammar and orthography in all official lan-
guages of the Habsburg Monarchy (Hungarian, Croatian, Romanian,
Slovakian, and others). It was first published in bilingual editions, and
later as an adapted translation.

Unlike the above grammar books, all of which were normative lan-
guage manuals in their societies, the following selection of grammar
books in other countries were used as de facto language textbooks. They
all include a description of punctuation marks. The most influential
English grammar books in the period of the Enlightenment were Bright-
land and Gildon (1711) and Lowth (1762), with the latter said to be the
‘embodiment of prescriptive grammar’ (Tieken-Boon van Ostade, 2000,
p. 881). Brightland and Gildon’s grammar is divided into four parts—
letters, syllables, words, and sentences. Punctuation, or Stops and Pauses in
Sentences is described on its own, in the eleventh chapter on three pages,
within the fourth part of the book that consists of three chapters (af-
ter the chapter on sentences that precedes, and before the chapter on
prosody that succeeds it). The punctuation described is the comma,
colon, semicolon, full stop or point, question mark, wonder or admi-
ration mark, parenthesis, hyphen (at the end of a line), apostrophe, a
caret mark that signifies an unintentionally omitted word in writing or
printing, a stroke or a long line instead of word(s) deliberately left out,
index point <>, obelisk mark as a footnote sign <f>, section mark
<§>, asterisk <*>, quotation marks <“”>, and paragraph mark <€>.

Lowth’s chapter on punctuation, which is 17 pages long, is struc-
turally equal to the other parts of the grammar book and is positioned
at the end of the book. It includes the comma, colon, semicolon, period,
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question mark, exclamation mark, and the parenthesis, without men-
tioning orthography. According to Stammerjohann (2009, p. 932), Ash
(1763) was used in schools as an adaptation of Lowth’s grammar. This
grammar has a 3-page separate chapter on punctuation (‘Of the Points
and Stops, and Other Characters Made Use of in Writing’) at the end
of the introductory chapter entitled ‘An Introduction to the Grammati-
cal Institutes’. The term ‘orthography’ was not used. The punctuation
marks included are the comma, semicolon, colon, period, question mark,
exclamation mark, quotation marks (<‘’> or <“ ”>), brackets, caret, hy-
phen, apostrophe, paragraph mark (f), diaeresis, and marks for notes at
the bottom of the page (<*>, <>, <}>, or <||>). Capital and minuscule
letters are also mentioned here.

In America, Webster (1783-1785) wrote a grammar in three volumes:
the first was dedicated to orthography (Spelling Book, 1783), the second
to grammar (Grammar, 1784), while the third part was a reader (Reader,
1785). Punctuation-related content was included in two places: a one-
page description, taken over from Brightland and Gildon’s first book,
with one slight change—the omission of the longline. The other descrip-
tion is in the appendix of the second book and spans six pages, with the
subtitle ‘Abridged from Dr. Lowth’. It includes the comma, semicolon,
colon, period, question mark, exclamation mark, and the parenthesis.

Italy was not politically united in the eighteenth century, so no wide-
ranging educational reforms for learning Italian could be completed.
Corticelli (1745) was the first Italian grammar with a clear educational
function. Punctuation is described in several subchapters in the last part
of the book (In Italian: Della maniera di pronungiare, e di scriver foscano, ‘On
How to Pronounce and Write Tuscan’ [i.e., Italian]). This third part
was entitled Della ortografia toscana (‘On Tuscan Orthography’) in the page
heading. Writing apostrophes was included in the fourth part, and writ-
ing periods and commas was in the eleventh chapter, which spanned
a total of five pages. Besides the apostrophe, period, and the comma,
only the question mark, exclamation mark, and the semicolon were de-
scribed.

Based on the 12 reviewed de jure and de facto normative grammars in
eight language environments (German and English in two political sys-
tems), nine of them describe punctuation marks (three English gram-
mar books in England and one in America, German in Prussia, Polish,
Russian, Swedish, and Italian), while three do not (Dutch, German in
Austria, and Spanish). The reason why punctuation is not found in nor-
mative grammars in the Netherlands, the Habsburg Monarchy, and in
Spain is that the orthographic content had already been separated from
the grammatical teaching and had grown independently into a sepa-
rate publication. The normative orthographic manuals were published
alongside the normative grammars. Out of nine grammar books that in-
cluded punctuation, five of them included it in the orthographic chap-
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ter (Italian, English in America, German in Prussia, Russian) or, indeed,
named punctuation marks ‘orthographic marks’ (Polish). The remain-
ing four grammar books described punctuation in their own chapters,
two of which made the punctuation chapter equal to other book parts or
chapters (Sahlstedt and Lowth), whereas two grammar books catego-
rized punctuation within the Introduction part (Ash) or together with
the chapter on sentences and prosody. None of these four grammar
books linked punctuation with orthography.

The Enlightenment grammar books introduced three major novelties
in punctuation. First, the punctuation-related content has been created
with pedagogical criteria in mind, so that the rules became more struc-
tured, shorter, and clearer. Second, punctuation has eventually become
separate from speech. The written perspective taken to punctuation is
visible in the inclusion of footnote marks, hyphens at the end of lines,
square brackets, dashes, various quotation marks, etc. Third, punctua-
tion has become an essential part of language prescriptions due to the
orthographic content finally being separated from grammatical teach-
ings.

6. Conclusions

Grammar books, central manuals in the history of language description,
were the first framework in which content related to punctuation was
described. The description of punctuation has a long history in gram-
mar books from Antiquity to the Enlightenment. As grammar books
evolved in different epochs, the teachings included on punctuation also
changed—this signifies that punctuation relates to the socio-cultural
context of grammar books. In this comparative analysis of the descrip-
tion of punctuation in historical grammar books, I have shown that the
development of punctuation can be divided into three historical peri-
ods, which generally correspond to the classification of the emergence
of a standard language ideology (Vogl 2012). I have isolated three major
factors in the evolution of punctuation: the grammar book function, the
divergence of punctuation from grammatical teaching into orthographic
content, and the transformation of punctuation into written characters.

6.1. The Grammar-Book Function

The first factor is the change in the relationship between punctua-
tion and grammar-book functions. The evolution of punctuation can
be evaluated as the history of the change in function of the grammar
book. Punctuation arose from a pragmatic purpose of consuming writ-
ten texts. The aim of punctuation in the Classical Age was to show the
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sentence structure in order to ease the clarity of the written text and to
facilitate reading. For this purpose, three basic characters were enough.

The main function of grammar books in Renaissance Humanism was
to help educate pupils in Latin, a language void of native speakers for
centuries. This is why grammatical teaching was inherited from the pe-
riod of Antiquity, when grammarians were native in Latin. Moreover,
Renaissance Humanism was affected greatly by the ancient texts that
came to Europe via trade routes with the East. All humanists were con-
sumers of manuscripts and there is no humanism without books (Davies,
2004, p. 47). Some even say that Renaissance Humanism ‘may be re-
garded as a primarily language-oriented (or “lingual”) movement’ (Ver-
burg, 1998, p. 189). The first printed grammar books of Latin, Nebrija,
and Manutius started to include other characters among the punctua-
tion marks from Antiquity, namely, the question mark and parenthe-
ses. The turning point was in the middle of the sixteenth century with
Melanchthon (1553) and Valerius (1560), after which no one considered
punctuation marks to be only the period, the comma, and the colon.

Regarding the content of punctuation, the discovery of the printing
press affected punctuation considerably and represented the next stage
in its evolution. Printed texts were more dominant, and punctuation
evolved into standardized typographical marks. The number of stan-
dard punctuation marks raised from three to at least five. Two new
punctuation marks were introduced—brackets and the question mark.

Based on its own description, punctuation in Latin grammar books
was categorized into four groups (cf. 4.1). Among those authors who
include descriptions of punctuation, we can conclude that punctuation
evolved when it had begun to be considered as speech-related marks,
outside of the scope of syntax.

On the other hand, the growing importance of the vernacular lan-
guages in administration and literary activity led to the emergence of
vernacular grammar books (Percival, 2007). A need to spread reli-
gion and to learn vernacular languages were the factors that explain
the (mis)appearance of punctuation’s description in the first vernacu-
lar grammar books in Renaissance Humanism. Only grammar books
written under the influence of Protestantism included descriptions of
punctuation, which reveals the written character of language and the
purpose of the grammar books.

The Enlightenment brought with it the last phase in punctuation’s
evolution. The function of grammar books changed substantially: they
became prescriptive manuals commissioned by language institutions.
Descriptions of punctuation were included in all the researched gram-
mar books with the above-explained exception of two grammar books
in which punctuation-related content was already printed separately in
an associated orthographic textbook. The most representative feature
of the Enlightenment was the introduction of the system of compulsory
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public education. New grammar books had to satisfy the need for mass
literacy in writing and reading. This led to the inclusion of punctua-
tion because the unavoidable written characters and the introduction of
new punctuation marks emphasized the even stronger influence of the
written language.

6.2. Punctuation’s Shift From Grammatical Teaching to Orthographic
Content

In Antiquity punctuation was included in grammar books because of
its rhetorical-syntactic role and the need to delimit speech. Positurae,
distinctiones or théseis (period, colon, and comma, or subdistinctio, media dis-
tinctio, and distinctio finalis) were syntactic units that represented different
parts of the sentence in order to indicate a level of finiteness of expres-
sion. They were also rhetorical marks because they symbolized places
to breathe in while reading the scriptura continua texts. This teaching was
inherited by the Latin grammarians Clenardus, Melanchthon, Sanctius,
Alsted, and Golius. Other Latin grammarians, such as Manutius and
Valerius, described punctuation as speech characters outside the syn-
tactic chapters, but nevertheless punctuation was part of grammatical
teaching. The change in the conception of punctuation happened in the
middle of the sixteenth century with three grammarians—Curio, Cam-
erarius, and Frischlinus—who began to regard punctuation as related to
orthography.

The link between punctuation and orthography is clearly visible
among vernacular grammarians. All of the four grammarians who were
influenced by Protestantism, included their description of punctuation
within the chapter on orthography, unlike the Catholic and secular
grammarians (with just one debatable exception). These grammarians
enlarged the standard set of punctuation marks to include the hyphen
at the end of a line, the semicolon, and the exclamation mark.

The final stage in the evolution of punctuation was the